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Preface

Carbon is the fourth most abundant element on earth. The diversity in
bonding makes carbon the most important element in a variety of
disciplines. The catenation property, i.e. the ability to form large stable
frameworks of interconnecting bonds with different hybridization allows
carbon to form innumerable compounds with varying dimensionalities. A
recent addition to this large family of carbon allotropes is Graphene, a
two-dimensional monolayer of sp® carbon atoms arranged in a honeycomb
lattice. Graphene can be considered as the parental compound for the
carbon allotropes of other dimensionalities. The wrapping of graphene,
introducing curvature in terms of intervening five membered rings leads
to fullerene. Rolling of graphene segments with different boundaries
results in carbon nanotubes of varying chiralities. Three-dimensional
graphite can be obtained by the stacking of graphene layers, stabilized by
weak interlayer interactions. Graphene has also made it possible to
understand properties in low-dimension. It has opened huge possibilities
in electronic device fabrication and has also shown much promise in
replacing silicon-based electronics. A number of fascinating properties
including the observation of integer quantum Hall effect even at room
temperature, breakdown of adiabatic Born—Oppenheimer approximation,
realization of Klein paradox, possibilities of high T. superconductivity,
metal-free magnetism, ballistic electronic propagation, charge-carrier
doping, chemical activities and high surface area, have made graphene
the material of the 21% century. The diverse structural and electronic
features as well as exciting applications have attracted theoretical and
experimental scientists all over the world to explore this low dimensional
material.

In November 2009, we had a successful India—Japan bilateral meeting
on graphene at the JNCASR, Bangalore, India. The meeting covered all
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the fast developing facets of graphene presented by leading experts in the
subject. We, therefore, considered it to be of value to present the
proceedings of the meeting in the form of a book to the scientific
community. While the subject is in a highly active phase of development,
we present in this volume the physics, chemistry and engineering of this
21* century material.

There are 15 chapters in the book. In the first chapter, Rao et al. have
presented a number of experimental routes to synthesize and characterize
one to few layers graphene. They have also presented functionalization
of graphene by employing both covalent and non-covalent modifications
and have studied in detail a number of properties including surface and
magnetic properties and doping of graphene by electron donor and
acceptor molecules. In the second chapter, Sampath et al. report the
synthesis and characterization of graphene-bimetallic alloy composites
which show good elctro-catalytic, electro-sensing and electrochemical
capacitors properties. Kubo et al. have analyzed theoretically the singlet
open-shell character of polyperiacenes based on Clar’s rule and quantum
chemical calculations in Chapter 3. They have also isolated a few
polyperiacenes experimentally.

The fourth chapter describes the work of Pati et al. on the effect of
charge transfer on the low-energy characteristics of graphene when it is
decorated with donor acceptor organic molecules and metal nanoparticles
using ab-initio methods. In the fifth chapter, Waghmare et al. have
studied the uni-axial strain in graphene and its BN analogue theoretically
and have explored the reason for the buckling of the two-dimensional
layer using ab-initio modeling.

R. Saito presents the Raman spectroscopy of graphene edge from the
theoretical point of view in Chapter 6. He shows that the LO and TO
phonon modes show an opposite polarization dependence in the
intensities because of the symmetry of the graphene nanoribbon edges. In
the seventh chapter, Sood et al. have discussed the Raman spectroscopy
of single and bilayer graphene as a function of Fermi level shift achieved
by electrochemical top gating. Combining the transport and in-situ
Raman studies of the field effect devices, they have shown a quantitative
understanding of the phonon renormalization due to the doping. T. Ando
has reviewed the long-wave length acoustic and optical phonon and
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zone-boundary phonons in graphene and carbon-nanotubes and their
interaction with electron from a theoretical point of view in Chapter 8.
The author has discussed at length the resistivity and conductivity limits
and the frequency shift and broadening properties related to various
phonon modes in graphene and carbon nanotubes.

In the nineth chapter, Enoki et al. investigate edge states of graphene
using UHV-STM/STS techniques. They have shown the unconventional
magnetic properties of the edge state in the zigzag edges using activated
carbon fibers consisting of 3D network of nanographene sheets. In the
subsequent chapter, K. Wakabayashi discusses theoretically the transport
properties of graphene nanoribbons. He has shown that the graphene
nanoribons with zigzag edges subjected to long-ranged impurities could
provide a perfectly conducting channel.

Tsukagoshi et al. have reviewed the experiments on graphene
transistor for its potential use as an atomic film switching device in
Chapter 11. They have discussed the preparation and characterization of
layered graphene structures and their novel fabrication technique of gate
electrodes specialized for the graphene system which is useful for
passing of high electric field in the transistor geometry. In Chapter 12,
K. Sengupta has theoretically analyzed the Kondo effect in graphene
which can be tuned by gate voltage. He argues that graphene might
provide the first example of experimental realization of non-Fermi liquid
ground states via multichannel Kondo effect. Chapter 13 contains the
work of Ghosh ef al. on experimental studies of low frequency
fluctuations in electrical resistance of graphene based field-effect devices
with varying layer thickness. They have carried out measurements on the
low frequency resistance noise in bilayer graphene flakes as a function of
charge density and inter-electrode electric field, and analyzed their
results with an analytical model.

In Chapter 14, Shiraishi ef al. have studied the spin transport
properties of single and multilayer graphene experimentally. They have
described in detail the generation of pure spin current in graphene and
the non-local spin transport. The book finishes with an overview by
Baskaran, who has discussed at length various unanticipated and
emergent properties of graphene because of complexity, theoretically. In
particular, he has reviewed the possibility and realization of spin-1
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collective mode, room temperature superconductivity, composite Fermi
sea, two-channel Kondo effect in graphene with doping and with external
fields.

We believe that the 15 chapters in the book bring out the flavor of the
subject nicely and show that research on graphene is emerging to be of
major interest. We earnestly hope that the book will be found beneficial
by students, teachers and practitioners.

S. K. Pati, T. Enoki and C. N. R. Rao



Preface

Chapter 1

Chapter 2

Contents

Graphene: Synthesis, Functionalization and Properties
C. N. R. Rao, K. S. Subrahmanyam,
H. S. S. Ramakrishna Matte and A. Govindaraj

1.

AR T

6.
7.
8.

Introduction

Synthesis

Functionalization and Solubilization

Surface Properties

Interaction with Electron Donor and Acceptor
Molecules

Decoration of Graphene with Metal Nanoparticles
Magnetic Properties

Inorganic Graphene Analogues

References

Synthesis and Characterization of Exfoliated
Graphene- and Graphene Oxide-Based Composites
K. R. Rasmi, K. Chakrapani and S. Sampath

1.
2.

Introduction

Experimental Section

2.1. Materials

2.2. Synthesis of exfoliated graphene oxide

2.3. Synthesis of EGO- Au-Ag alloy composites
2.3. Synthesis of GO-Co3;0, composite

2.4. Synthesis of EGO-RuOx composite

2.5. Materials characterization

O B~ =

12

13
18
19
21
27

33

33
34
34
34
34
35
35
36



Chapter 3

Chapter 4

Contents

3. Results and Discussion

3.1. Electrochemical detection of dopamine
using graphene-alloy nanocomposites

3.2. Composites of exfoliated graphene oxide- and
Co030, or RuOy

4. Summary
Acknowledgments
References

Singlet Open-Shell Character of Polyperiacenes
A. Shimizu, A. Konishi, Y. Hirao and T. Kubo

1.
2.

4

Introduction

Theoretical Consideration on Open-Shell Character
2.1. Clar’s aromatic sextet valence bond model
2.2. Quantum chemical method

2.3. Aromaticity of each ring

2.4. More extended ring system

Experimental Elucidation of the Smallest
Polyperiacene

3.1. Geometrical consideration

3.2. Physical properties

Conclusion

Acknowledgments
References

Doping of Graphene: A Computational Study
A. K. Manna and S. K. Pati

N

Introduction

Computational Details

Metal Nanoclusters Graphene Complexes
Molecule-Graphene Complexes
Summary

Acknowledgments
References

36

38

40
41
42
42

45

45
46
46
49
50
51

52
52
53
54
55
55

59

60
62
63
67
72
73
73



Chapter 5

Chapter 6

Chapter 7

Contents

Vibrations and Buckling of Uni-Axially
Strained Graphene and BN-Monolayer: A
First-Principles Study

K. P.S. S. Hembram and U. V. Waghmare

1. Introduction
2. Methods
3. Results

3.1. Structure

3.2. Phonons

3.3. Electronic structure
4. Conclusion
Acknowledgment
References

Raman Spectroscopy of Graphene Edges
R. Saito

1. Introduction

2. Method

3. Calculated Raman Spectra
4. Discussion and Summary
Acknowledgments
References

Probing Single and Bilayer Graphene Field Effect
Transistors by Raman Spectroscopy
A. Das, B. Chakraborty and A. K. Sood

Introduction
Vibrational Properties of Graphene
Raman Spectra of Graphene
Tuning the Fermi Energy by Field Effect Gating
4.1. Single layer top gating
4.2. Bilayer top gating
4.2.1. Conversion of V¢ into Ex

Sl e

xi

77

77
78
79
79
80
86
88
88
88

91

91
94
95
98
99
99

105

105
107
108
112
113
117
117



xii

Chapter 8

Chapter 9

Contents

4.3. Theoretical calculations
4.3.1. Comparison between the experiment
and theory (Bilayer)
4.3.2. Physical interpretation
5. Conclusions
Acknowledgments
References

Phonons and Electron-Phonon Interaction in
Graphene and Nanotube
T. Ando

1. Introduction

Monolayer Graphene and Nanotube
Acoustic Phonon

Optical Phonon

Zone-Boundary Phonon
Spontaneous Lattice Distortion

. Bilayer Graphene
Acknowledgments

References

No U AW

Magnetic Structures of Edge-State Spins in
Nanographene and a Network of Nanographene Sheets
T. Enoki, V. L. J. Joly and K. Takai

1. Introduction

2. Electronic Structure of Edge State and STM/STS
Observations

3. Magnetic Properties of Nanographene and
Nanographite
3.1. Effect of electron localization on the

magnetism of the edge-state spins

3.2. Spin glass state in the nanographite network

4. Summary

Acknowledgments

References

120

127
127
130
130
131

135

135
135
136
138
142
144
144
147
148

151

151

153

156

157
162
164
165
165



Chapter 10

Chapter 11

Chapter 12

Contents

Electronic and Transport Properties of Graphene
Nanoribbons
K. Wakabayashi

1. Introduction
2. Electronic States of Graphene Nanoribbons
3. Electronic Transport Properties
3.1. One-way excess channel system
3.2. Perfectly conducting channel
3.3. Graphene nanoribbons with generic edge
structures
4. Transport Properties through Graphene Junction
5. Summary
References

Gate-Voltage Modulation in Graphene
K. Tsukagoshi, H. Miyazaki, S.-L. Li, A. Kumatani,
H. Hiura and A. Kanda

1. Introduction
2. Experimental
2.1. Quick and precise judgment method for
number of layers
2.2. Device fabrication process
2.3. Top gate capacitance
2.4. Conductance control in graphene by dual
gate voltages
Acknowledgments
References

Kondo Physics in Graphene
K. Sengupta

1. Introduction

2. Analysis of the Kondo Model
3. Experiments

4. Conclusion

References

Xiii

167

167
168
169
170
173

174
176
178
178

179

179
180

180
182
184

185
186
186

189

189
190
196
197
197



Xiv

Chapter 13

Chapter 14

Chapter 15

Contents

Noise in Graphene Transistors
A. N. Pal and A. Ghosh

1. Introduction

2. The Correlated Number and Mobility
Fluctuation Model

3. Experimental Section
3.1. Sample preparation and characterization
3.2. Noise characteristics in graphene based

FET devices

3.3. Noise in dual gated BLG device

4. Conclusion

Acknowledgments

References

Spin Transport in Single- and Multi-Layer Graphene
M. Shiraishi, M. Ohishi, N. Mitoma, T. Takano,

K. Muramoto, R. Nouchi, T. Nozaki, T. Shinjo

and Y. Suzuki

1. Introduction

2. Experimental

3. Results and Discussion
Acknowledgments
References

Quantum Complexity in Graphene
G Baskaran

1. Introduction
1.1. Complexity — Classical & quantum
1.2. Novel phenomena in graphene

2. Spin-1 Collective Mode

Relativistic Type Effects

»

4. Possibility of Room Temperature Superconductivity

in Optimally Doped Graphene
5. Composite Fermi Sea

199

199

202
206
206

207
209
211
211
211

215

215
216
218
224
224

227

227
229
231
234
241

248
255



Contents

6. Two Channel Kondo Effect
7. Summary
Acknowledgment

References

XV

263
266
266
266






Chapter 1

Graphene: Synthesis, Functionalization and Properties

C.N. R. Rao, K. S. Subrahmanyam, H. S. S. Ramakrishna Matte
and A. Govindaraj

Chemistry and Physics of Materials Unit,
International Centre for Materials Science,
New Chemistry Unit and CSIR Centre of Excellence in Chemistry,
Jawaharlal Nehru Centre for Advanced Scientific Research,
Jakkur P.O., Bangalore — 560 064, India

Graphenes with varying number of layers can be synthesized by different
strategies. Thus, single-layer graphene is obtained by the reduction of single layer
graphene oxide, CVD and other methods besides micromechanical cleavage.
Few-layer graphenes are prepared by the conversion of nanodiamond, arc-
discharge of graphite and other means. We briefly present the various methods of
synthesis and the nature of graphenes obtained. We then discuss the various
properties of graphenes. The remarkable property of graphene of quenching
fluorescence of aromatic molecules is shown to be associated with photo-induced
electron transfer, on the basis of fluorescence decay and time-resolved transient
absorption spectroscopic measurements. The interaction of electron donor and
acceptor molecules with few-layer graphene samples has been discussed.
Decoration of metal nano-particles on graphene sheets and the resulting changes
in electronic structure are examined. Few-layer graphenes exhibit ferromagnetic
features along with antiferromagnetic properties, independent of the method of
preparation. Graphene-like MoS, and WS, have been prepared by chemical
methods, and the materials are characterized by electron microscopy, atomic
force microscopy (AFM) and other methods. Boron nitride analogues of graphene
have been obtained by a simple chemical procedure starting with boric acid and
urea and have been characterized by various techniques.

1. Introduction

Graphene, the mother of all graphitic forms (Fig. 1), has become one of
the most exciting topics of research in the last 4 to 5 years [1-6]. This
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two-dimensional material constitutes a new nanocarbon comprising
layers of carbon atoms forming six-membered rings.

Graphene

fiullerene nanotube graphite

Fig. 1. Graphene: mother of all graphitic forms (From reference 1).

It is distinctly different from carbon nanotubes and fullerenes,
exhibiting unique properties which have fascinated the scientific
community. Typically important properties of graphene are fractional
quantum Hall effect at room temperature [7-9], an ambipolar electric
field effect along with ballistic conduction of charge carriers [10],
tunable band gap [11] and high elasticity [12]. Although graphene is
expected to be perfectly flat, ripples occur because of thermal
fluctuations [1]. Ideally graphene is a single-layer material, but graphene
samples with two or more layers are being investigated with equal
interest. One can define three different types of graphenes: single-layer
graphene (SG), bi-layer graphene (BG) and few-layer graphene (number
of layers <10). Although SG and BG were first obtained by micro-
mechanical cleavage [10], since then, graphenes containing different
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numbers of layers have been prepared using diverse strategies [4,5,13].
There are a few reports on some of the properties of few-layer graphenes,
but there are not many studies reporting changes in properties brought
about by the number of layers. Furthermore, we do not have well-defined
procedures for the synthesis of graphenes with the desired number of
layers.

©)]
(a) 300nM SiO; (b)(v_ﬂ 2 =0 %
WJ \‘L-\h | A. .1.
vl !1
) 1
gt
. i
pun white light »=5600m -
® 2D
£ G
D

Raman Shilt (cm)

Fig. 2. Optical microscope images of grapheme crystallites on 300 nm SiO, imaged with
(a) white and (d) green light. (b) Shows step-like changes in the contrast for single, bi-
and tri-layer graphenes. (c) AFM image of single-layer graphene. The folded edge
exhibits a relative height of ~4 A indicating that it is single-layer. (d) High-resolution
STM image. (¢) TEM images of folded edges of single and bi-layer graphenes (From
references 14, 15, 17 and 19). (f) Raman spectrum of single-layer graphene prepared by
micromechanical clevage.

Graphene has been characterized by a variety of microscopic and
other physical techniques including atomic force microscopy (AFM),
transmission electron microscopy (TEM), scanning tunneling microscopy
(STM) and Raman spectroscopy [1-5]. It is interesting that SG placed on
a Si wafer with a 300 nm thick layer of SiO,, becomes visible in an
optical microscope (Figs. 2(a) and 2(b)) [14-16]. While AFM directly
gives the number of layers (Fig. 2(c)) [14-15], STM (Fig. 2(d)) [17]
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and TEM images (Fig. 2(e)) [18-19] are useful in determining the
morphology and structure of graphene. Raman spectroscopy is an
important tool to characterize graphene and provides information about
the quality and number of layers in a given sample (Fig. 2(f)) [20-24].
Single-layer graphene shows the well-known G-band around 1580 cm™.
The D-band around 1350 cm™ arising from disorder is very weak or
absent. The 2D-band (2600 cm™) which appears in both single-layer and
few-layer graphenes is sensitive to the number of layers, as well as
doping. The 2D band is intense in single layer graphene.

2. Synthesis

A large majority of the studies of graphene have been directed
towards synthesis. Single-layer graphene (SG) was first prepared by
micromechanical cleavage from highly ordered pyrolyitc graphite
(HOPG) [10]. In this procedure, a layer is peeled off the HOPG crystal
by using scotch tape and then transferred on to a silicon substrate. A
chemical method to prepare single-layer graphene involves reduction of
single-layer graphene oxide (SGO) dispersion in dimethlyformamide
with hydrazine hydrate [25]. The procedure is as follows. Graphite oxide
(GO) is first prepared by oxidative treatment of graphite by employing
Hummers procedure, [26] by the reaction of graphite powder (500 mg)
with a mixture of concentrated H,SO, (12 ml) and NaNO; (250 mg) in a
500 ml flask kept in an ice bath. While stirring the mixture, 1.5 g of
KMnO;, is added slowly and the temperature brought up to 35°C. After
stirring the mixture for 30 minutes, 22 ml of water is slowly added and
the temperature raised to 98°C. After 15 minutes, the reaction mixture is
diluted to 66 ml with warm water and treated with 3% of H,O,. Then
suspension so obtained is filtered to obtain a yellow-brown powder. This
is washed with warm water. GO readily forms a stable colloidal
suspension in water and the suspension is subjected to ultrasonic
treatment (300 W, 35 kHZ) to produce single-layer graphene oxide (SGO).
The SGO (0.3 mg/ml) suspension in a HyO+ N,N-dimethylformamide
(DMF) mixture (50 ml) is treated with hydrazine hydrate at 80°C for
12 h [25]. This yields a black suspension of reduced graphene oxide
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(RGO) in DMF/H,0. To make a stable dispersion of RGO, a further
amount of DMF is added to the suspension. It is useful to distinguish this
single-layer material (RGO) from the SG obtained by micromechanical
cleavage of graphite or other means since RGO may yet contain some
residual oxygen functionalities. Gram quantities of single-layer graphene
have been obtained by a solvothermal procedure using sodium and
ethanol [27]. Exfoliation of graphite in N-methylpyrrolidone or a
surfactant/water solution employing ultrasonication yields stable SG
dispersions [28-29].

SG films are produced on the Si- terminated (0001) face of single-
crystal 6H-SiC by thermal desorption of Si [30-32]. In this procedure, the
substrates are subjected to electron bombardment in ultrahigh vacuum
to 1000°C to remove oxide contaminants and then heated to temperatures
ranging from 1250 to 1450°C for 1-20 min. SG is prepared more
conveniently using chemical vapor deposition (CVD) by decomposing
hydrocarbons on films or sheets of transition metal such as Ni, Cu, Co
and Ru [33]. We have grown graphene layers on different transition
metal substrates by decomposing a variety of hydrocarbons such as
methane, ethylene, acetylene and benzene, the number of layers varying
with the hydrocarbon and reaction parameters. In our experiments,
nickel (Ni) and cobalt (Co) foils with thickness of 0.5 mm and 2 mm
respectively were used as catalysts. These foils were cut into 5 x 5 mm®
pieces and polished mechanically and the CVD process carried out by
decomposing hydrocarbons around 800-1000°C. By employing a nickel
foil, CVD was carried out by passing methane (60-70 sccm) or ethylene
(4-8 sccm) along with a high flow of hydrogen around 500 sccm at
1000°C for 5-10 minutes. With benzene as the hydrocarbon source,
benzene vapor diluted with argon and hydrogen was decomposed at
1000°C for 5 minutes. On a cobalt foil, acetylene (4 sccm) and methane
(65 sccm) were decomposed at 800 and 1000°C respectively. In all
these experiments, the metal foils were cooled gradually after the
decomposition. Figure 3 shows high resolution TEM images of graphene
sheets obtained by CVD on a nickel foil. Figure 3(a) shows graphenes
obtained by the thermal decomposition of methane on the nickel foil
where as 3(b) shows graphene obtained by thermal decomposition of
benzene. The insets in Figs. 3(a) and 3(b) show selected area electron
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diffraction (SAED) patterns. Figure 3(c) shows the Raman spectrum of
graphene obtained on a nickel sheet by the thermal decomposition of
methane.

14504 3 (c)
1400
3, 1350
1300
1250

1200 -

: : . T : T :
1250 1500 1750 2000 2250 2500 2750
RamanShiﬁ(cm‘l)

Fig. 3. TEM images of graphene prepared by the thermal decomposition of (a) methane
(70 sccm) at 1000°C and (b) benzene (Ar passed through benzene with flow rate of
200 sccm) at 1000°C on a nickel sheet. (c) Raman spectra of graphene prepared by the
thermal decomposition of methane (70 sccm) at 1000°C on a nickel sheet.

An important method to prepare few-layer graphene (EG) is by
thermal exfoliation of GO at high temperatures [34-35]. In this method,
graphitic oxide (GO) is first prepared by the Staudenmaier method which
is as follows. A mixture of, sulfuric acid (10 ml) and nitric acid (5 ml)
is taken in a 250 ml reaction flask cooled in an ice bath and graphite
(0.5 g) is added under vigorous stirring to the acid mixture. After the
graphite powder is fully dispersed, potassium chlorate (5.5 g) is added
slowly over 15 min. The reaction mixture is stirred for 96 h at room
temperature. On completion of the reaction, the mixture is filtered and
the residue (GO) is washed in a 5% solution of HCI. GO is then washed
repeatedly with deionized water until the pH of the filtrate is neutral and
then dried in vacuum at 60°C. GO so prepared (0.2 g) is placed in an
alumina boat and inserted into a long quartz tube sealed at one end. The
sample is purged with Ar for 10 min, and then quartz tube is quickly
inserted into a tube furnace preheated to 1050°C and held in the furnace
for 10 minutes. The sample obtained after this procedure corresponds to
the few-layer graphene (EG). Another method of preparing few-layer
graphene is by reacting SGO in water with hydrazine hydrate at the
refluxing temperature or by microwave treatment (EG-H) [5,36]. In this
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method hydrazine hydrate (1 ml) is added to 100 ml of stable aqueous
exfoliated graphene oxide solution (1 mg/1 ml) and refluxed for 24 h.
The reduced GO turns black and precipitates at the bottom of the flask.
The resulting precipitate is filtered and washed with water and methanol.
Instead of using hydrazine hydrate one can also use ethylene glycol as a
reducing agent to prepare few-layer graphene (EG-H(G)). In this
procedure, the homogeneous mixture of 25 ml of exfoliated graphene
oxide and 2 ml of ethylene glycol is taken in a 50 mL PTFE-lined bomb.
The sealed autoclave is kept in an oven at 170°C for 24 h under
autogenous pressure and allowed to cool room temperature gradually.
The product is washed with water and ethanol.

Graphene can be prepared by heating nanodiamond in an inert or a
reducing atmosphere. The effect of heating nanodiamond at different
temperatures has been studied by Enoki et al., [37-38]. Annealing of
nanodiamond at high temperatures in an inert atmosphere produces
few-layer graphenes (DG) [35,37]. We have examined this procedure in
detail. In this preparation, we treated nanodiamond particles by soaking
in concentrated HCI before use in order to avoid contamination with
magnetic impurities. We heated 100 mg of pristine nanodiamond powder
(particle size 4-6 nm, Tokyo Diamond Tools, Tokyo, Japan) placed in a
graphite container was heated in a graphite furnace in a helium
atmosphere at different temperatures (1650, 1850, 2050 and 2200°C) for
1 hr. These samples are designated as DG-1650, DG-1850, DG-2050 and
DG-2200°C respectively. In Fig. 4 we show the TEM images of
the graphenes obtained by conversion of nanodiamond at different
temperatures. From an AFM study, we find that there is a slight increase
in the number of layers and a decrease in lateral dimensions in the
samples heated at 2200°C in comparison to 1650°C.

We have discovered that arc evaporation of graphite in the presence
of hydrogen yields graphene (HG) with exclusively 2-3 layers although
flake size is smaller having 100-200 nm [39]. This makes use of the
knowledge that the presence of H, during arc-discharge process
terminates the dangling carbon bonds with hydrogen and prevents the
formation of closed structures. To prepare HG direct current arc
discharge of graphite evaporation was carried out in a water-cooled
stainless steel chamber filled with a mixture of hydrogen and helium in
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different proportions without using any catalyst. The proportions of H,
and He used in our experiments are, H, (70 torr)-He (500 torr), H, (100
torr)-He (500 torr), H, (200 torr)- He (500 torr) and H, (400 torr)-He
(300 torr).

Fig. 4. TEM images of (a) DG-1650, (b) DG-1850, (c) DG-2050 and (d) DG-2200. The
numbers correspond to the temperature of transformation in °C.

In a typical experiment, a graphite rod (Alfa Aesar with 99.999%
purity, 6 mm in diameter and 50 mm long) was used as the anode and
another graphite rod (13 mm in diameter and 60 mm in length) was used
as the cathode. The discharge current was in the 100-150 A range, with a
maximum open circuit voltage of 60 V [40]. In Fig. 5 we show typical
TEM and AFM images of the sample. An important aspect of the
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arc-discharge method is its use in doping graphene with boron and
nitrogen [41]. Boron and nitrogen doped graphene (B-HG and N-HG)
have been obtained by carrying out the discharge in the presence of
H,+diborane and H,+ (pyridine or ammonia) respectively. In spite of the
many advances made in the last four years, controlled synthesis with
desired number of layers remains a challenge.
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Fig. 5. (a) TEM and (b) AFM images of HG, prepared by arc discharge of graphite in
Hydrogen (From reference 6).

3. Functionalization and Solubilization

Carbon nanotubes (CNTs) have been functionalized by both covalent and
non-covalent means in order to disperse or solubilize them in different
solvents [42-43]. Functionalization of graphene has been carried out by
employing similar strategies [4-5]. For example, by employing covalent
modification, Haddon and co-workers have achieved functionalization of
graphene by several methods. Acid-treated graphene containing surface
—OH and —COOH groups was first reacted with SOCI, to create -COCI
groups, followed by reaction with a long chain aliphatic amine to obtain
the amide derivative soluble in nonpolar solvents [44]. Another method
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employed by these workers is by grafting aryl groups through
diazotization reaction [45]. Soluble graphene layers in THF can be
generated by the covalent attachment of alkyl chains to graphene layers
via reduction of graphite fluoride with alkyl lithium reagents [46]. Such
covalent functionalization enables solubilization in organic solvents such
as CCly, CH,Cl, and THF (Fig. 6(a)) [35]. Similar procedures have been
employed by Subrahmanyam et al. as well [4,47].

Fig. 6. Photographs of (a) dispersions of the amide-functionalized EG in THF, CCl, and
dichloromethane, (b) water soluble EG, (c) dispersion of HDTMS treated EG in CCly,
(d) dispersion of DBDT treated EG in CCly, (e) dispersion of PYBS treated EG in DMF
and (f) water dispersions of EG treated with CTAB, SDS and IGP (From references 35,
47, 48).
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Figure 6(a) shows photographs of dispersions of few-layer graphene
in nonpolar solvents. The reaction of graphene with a mixture of
concentrated H,SO, and HNO; gives water-soluble graphene which is
stable for several months (see Fig. 6(b)). Graphene is solubilized in
CCly by interaction with organosilane and organotin reagents such as
hexadecyltrimethoxysilane (HDTMS) and dibutyldimethoxytin (DBDT)
as can be seen from Figs. 6(c) and 6(d) respectively [47].

Graphene can be functionalized through non-covalent modification
without affecting its electronic structure by wrapping with surfactants
or through =-m interaction with aromatic molecules such as
1-pyrenebutanoic acid succinimidyl ester (PyBS) (I) (Fig. 6(e)) and the
potassium salt of coronene tetracarboxylic acid (CS) (II).

e

oo SN,

K,0.100°C 24 h

Soaimee Erhrg. iy N
i) sonication, 70 °C, 2h iﬁ %ﬁ%@hv' 4
EGHG i) centrifugation

EG/HG-CS

Scheme 1. Exfoliation of few-layer graphene with CS to yield monolayer graphene—CS
composites (From reference 48).

Interaction of II with few-layer graphene causes exfoliation and
selectively solubilizing single-and double-layer graphenes in water
through molecular charge-transfer interaction [48]. Non-covalent
interaction of graphene with surfactants such as Igepal CO-890
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(polyoxyethylene (40) nonylphenylether, IGP), sodium dodecylsulfate
(SDS) and cetyltrimethylammoniumbromide (CTAB) gives water-
soluble graphene. Figure 6(f) shows and IGP photographs of water-
soluble graphene obtained with CTAB, SDS [47]. Water-soluble
graphene can also be prepared by PEGylation method in which, acidified
graphene is treated with excess of polyethylene glycol (PEG) and conc.
HCI under solvothermal conditions [35].

4. Surface Properties

Single-layer graphene is theoretically predicted to have large surface
area of 2600 m%g [49]. We have measured the surface properties
of few-layer graphene samples prepared by different methods. The
BET surface area of these samples are found to be in the range of
270-1550 m*/g, some of them approaching the value of single-layer
graphene (Fig. 7(a)) [50].
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Fig. 7. (a) Nitrogen adsorption and desorption isotherms of graphene at 1 atm and 77 K
and (b) Adsorption and desorption isotherms of CO, at 1 atm and 195 K. Inset in
Fig. 7(a) shows the linear relation between the BET surface area and the weight
percentage of hydrogen uptake at 1 atm and 77 K (From reference 50).

The surface area varies as EG > DG > EG-H > HG. We considered
that these high surface area samples might enable storage of hydrogen.
Hydrogen storage reaches 3 wt% at 100 bar and 300 K and the uptake
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varies linearly with the surface area (see inset of Fig. 7(a)) [50].
Theoretical calculations show that SLG can accommodate up to 7.7 wt%
of hydrogen, while bi- and tri layer graphene can have an uptake of
~2.7%. The H, molecule sits on the graphene surface in end- on and side-
on fashion alternatively. CO, uptake of few-layer graphenes at 1 atm and
195 K is around 35 wt%. Theoretical calculations show SLG can have a
maximum uptake of 37.9 wt% of CO, (Fig. 7(b)). The CO, molecule sits
alternatively in a parallel fashion on the rings.

5. Interaction with Electron Donor and Acceptor Molecules

Raman bands of graphene are affected strongly by electron-phonon
interactions and hence by doping with holes and electrons. It has been
found recently that a top-gated single graphene layer transistor is able
to reach doping levels of up to 5x 10" cm” by in-situ Raman
measurements [51]. The G- and 2D- bands show changes on doping.
Electron-donor and —acceptor molecules have been found to affect the
Raman spectrum of few-layer graphene giving rise to rather large shifts
in the Raman bands positions and band widths. In particular, the changes
in the Raman spectrum caused by the interaction of tetrathiafulavalene
(TTF) and tetracyanoethylene (TCNE) with few-layer exfoliated graphene
are quite large [52], the shifts in the G-band going up to 25 cm™. A
possible reason for such large changes in the Raman spectrum is
considered to be surface effects. We have, therefore, investigated the
effects of TTF and TCNE on the Raman bands with few-layer graphenes
prepared by three different methods and hence associated with
differences in the nature of the surface [53].

In Fig. 8, we show the Raman G-bands of the EG, DG and HG
samples and the changes brought about by interaction with TTF and
TCNE. The band on the right-side of G-band is due to the defect-related
G'-band (also referred to as D' band by some workers). The G'-band
is more prominent in HG than in DG and EG. The full-width at
half maximum (FWHM) of the G-band is lowest in HG and highest
in EG.
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Fig. 8. Changes in the position of G-band plotted against the logarithm of concentration
of TTF and TCNE. Inset shows the data plotted against the concentration (From
reference 52).

We have followed the variation in the G-bands of EG, DG and HG on
interaction with different of concentrations TTF and TCNE. All the
samples show an increase in the G-band frequency on interaction with
TCNE and a decrease in the G-band frequency on interaction with TTF.
Figure 9 shows the changes in the G-band position of the three graphene
samples with varying concentrations of TTF and TCNE. The change in
the G-band frequency is maximum in the case of EG and least in the case
of HG. Thus, the shifts in the G-band in the EG, DG and HG samples
are 25,17 and 11 cm™' respectively on interaction with 0.IM TCNE. The
full-width-at-half-maxima (FWHM) of the G-bands of the three graphene
samples also vary with the concentration of TTF and TCNE. The FWHM
of the G-band generally increases on interaction with TTF and TCNE,
the magnitude of increase being highest in the case of EG. We also
notice that the initial increase is generally sharp. We could obtain reliable
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data on the changes in the G' band in the case of HG. The FWHM of the
G' band also increases with the increase in concentration of TTF or
TCNE.
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Fig. 9. Variation in (a) 2D/G and (b) D/G intensity ratios with the concentration of TTF
and TCNE (From reference 42).

In Fig. 9(a), we have plotted the ratio of intensities of the of 2D and
G bands, Iop)/I) against the concentrations of TTF and TCNE. The 2D-
band intensity decreases with the increase in concentration of both TTF
and TCNE, the initial decrease being sharp. The decrease in intensity is
higher with EG and DG when compared to HG. The intensity of the
defect-related D band also varies with the TTF/TCNE concentration, but
in a direction opposite to that of the 2D-band as shown in Fig. 9(b). This
is because the origin of the 2D and D bands is different. The D-band,
unlike the 2D-band couples preferentially to electronic states with the
wave vector k such that 2q = k [54]. Two scattering events of which one
is an elastic process involving defects and another is inelastic involving a
phonon occur in the case of the D-band. In the case of the 2D-band both
processes are inelastic involving phonons. The intensity ratio of Iyl
increases more markedly in the case of EG and DG compared to HG, the
initial increase being sharp in all the cases.

Changes in the Raman spectra and hence the magnitude of the
charge-transfer interaction are found to be highest in the case of EG and
least in the case of HG. The changes in band widths, intensities and
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frequencies caused by electron donor and acceptor molecules occur
sharply, with large changes at low concentrations. This is probably
because the very first layer of the donor and acceptor molecules interact
strongly, causing large changes in the electronic structure. The present
study shows the importance of the graphene surface in determining
doping effects through molecular charge-transfer.

Interaction of electron donor and acceptor molecules with graphene
samples prepared by different methods has been investigated by
isothermal titration calorimetry (ITC) [55]. The ITC interaction energies
of the graphene samples with electron acceptor molecules are higher than
those with electron donor molecules. Thus, tetracyanoethylene (TCNE)
shows the highest interaction energy. The interaction energy with
acceptor molecules varies with the electron affinity as well as with the
charge-transfer transition energy with aromatics.

Fluorescence quenching property of graphene has been made use for
the selective detection of biomolecules [56] and other purposes [57,58].
Graphene is reported to quench the fluorescence of porphyrin [59], but
the mechanism of fluorescence quenching by graphene has not been
examined although the electron transfer or energy transfer is suspected to
occur. We have investigated the quenching of fluorescence of aromatic
molecules by non-covalent interaction with graphene and provided
definitive proof for the occurrence of intermolecular photoinduced
electron transfer.

Absorption spectra of a mixture of the PyBS or OPV ester (10° M
solution in DMF and chloroform respectively) and amide functionalized
graphene (EGA), do not show a new band due to charge-transfer between
the aromatic molecules and EGA suggesting the absence of any ground-
state charge-transfer interaction. Instead, there is increase in the
absorbance with increase in EGA concentration due to the absorption
of graphene [60]. It appears that there is only 7-T type interaction
between EGA and PyBS or OPV ester. Unlike the absorption spectra,
fluorescence spectra of PyBS and OPV ester show remarkable changes
on the addition of EGA. The intensity of the fluorescence bands decrease
markedly with the increase in EGA concentration as illustrated in the
Fig. 10. (From reference 63)
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Fig. 10. Fluorescence spectra of (a) PyBS (10° M in DMF, Aexc = 275 nm) and (b) OPV
ester, (10° M in Chloroform, Aexc = 400 nm) with increasing concentration of graphene
(From reference 63).
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Fig. 11. (a) Effect of addition of EGA on the transient absorption spectrum of PyBS, I,
(Aexc = 355 nm) after 500 ns. (b) Life time decay of transient species of PyBS + EGA
recorded at 470 and 520 nm. Inset shows the decay of pure PyBS at 470 nm (From
reference 63).

We have carried out laser flash photolysis studies to explore the
transient species. In Fig. 11(a), we compare the transient absorption
spectrum of the pure PyBS with that of PyBS on addition of 0.3 mg of
graphene. The spectrum of PyBS shows an absorption maximum around
430 nm together with a broad band in the 450-530 nm range due to the
triplet state [61]. Upon the addition of EGA new bands emerge around
470 and 520 nm in the transient absorption spectrum at 500 nanoseconds.
The 470 nm band can be assigned to the pyrenyl radical cation as
reported in the literature [62], suggesting the occurrence of photo-induced
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electron transfer from the PyBS to the graphene. Accordingly, we also
observe the transient absorption around 520 nm which we assign to the
graphene radical anion. The decay of the radical cation formed in the
presence of graphene was fast as evidenced from the appearance of
a short-lived component (900 ns) in the decay profile (Fig. 11(b)).
However, the decay of the transient absorption of pure PyBS monitored
at 470 nm (see inset of Fig. 11(b)) shows a long-lived triplet with a
lifetime of 6.17 microseconds. The transient absorption at 520 nm decays
simultaneously with that of the pyrene radical cation indicating that it is
due to the graphene radical anion.

6. Decoration of Graphene with Metal Nanoparticles

Graphene can be decorated with nanoparticles of metals such as Au and
Pt [4,5]. Decoration can be carried out in a single step by the simple
polyol reduction method using chloroplatinic acid (H,PtClg), silver
nitrate (AgNO;), chloroauric acid (HAuCly) and tetra-chloropalladic
acid (H,PdCl,) as the metal precursors. On coating with the metal
nanoparticles, there are significant changes in the Raman spectrum of
graphene, exhibiting shifts in the G-band as well as the other bands
(Fig. 12) with variation in the relative intensities of D and 2D bands [4].
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Fig. 12. Raman spectra of EG, EG-Ag (Diameter of silver nanoparticles ~4 nm), EG-Pt
(Diameter of platinum nanoparticles ~10 nm) and EG-Au (Diameter of gold nanoparticles
~14 nm).
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Interestingly, the magnitude of the band shifts decreases with increase
in ionization energy of the metal. As silver has the lowest ionization
energy has the maximum effect on the Raman spectrum while gold with
the highest ionization energy has the least effect. This might be related to
magnitude of Columbic charge transfer between the metal nanoparticles
and graphene.

7. Magnetic Properties

There has been considerable interest on the magnetism of nanographite
particles for some time. Enoki er al. [64]. pointed out that edge states as
well as of adsorbed or intercalated species play an important role in
determining magnetic properties of these nanographite particles. Recently
magnetic properties of graphene samples prepared by exfoliation of
graphite oxide, conversion of nanodiamond, arc evaporation of graphite
and partial chemical reduction of graphene oxide have been studied
[65,66]. All these samples show the divergence between field-cooled
(FC) and zero-field-cooled (ZFC) data at 500 Oe (Fig. 13(a)) and the
divergence nearly disappears on the application of 1T as can be seen
from the inset of Fig. 13(a). All the samples show magnetic hysteresis at
room temperature (Fig. 13(b)) [65]. Magnetic properties of graphene
reveal that dominant ferromagnetic interactions coexist along with
antiferromagnetic interactions in all of the samples, somewhat like in
frustrated or phase-separated systems. It is not possible to exactly pin
down the origin of magnetism in the graphene samples although defects,
and edge effects, are likely to play a major role. Adsorption of benzene
solutions of TTF and TCNE has a profound effect on the magnetic
properties of graphene. In Fig. 14, we show typical results on the effect
of adsorbing 0.01 M and 0.05 M solutions of TTF on the magnetic
properties of HG. The value of the magnetization drastically decreases
on adsorption of TTF and TCNE, although the basic trend in the
temperature-variation of magnetization remains the same.

Thus, the graphene sample continues to show room-temperature
hysteresis. On increasing the concentration of TTF or TCNE, the
magnetization value decreases progressively. Interestingly, TTF has a
greater effect than TCNE, even though the magnitude of adsorption of
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TCNE on HG is greater. Magnetic hysteresis of HG persists even after
adsorption of TTF and TCNE.
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Fig. 13. (a) Temperature variation of magnetization of exfoliated graphene at 500 Oe
showing the ZFC and FC data. The inset shows the magnetization data at 1 T. (b)
Magnetic hysteresis in different samples at 300 K. Inset shows magnetic hysteresis in DG
at 5 K. (From reference 65) (EG: by exfoliation of graphite oxide, DG: by conversion of
nanodiamond, HG: by arc evaporation of graphite rod in the presence of H,)
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Fig. 14. Temperature-variation of the magnetization of HG samples (500 Oe) after
adsorption of 0.01 M and 0.05 M TTF solutions (From reference 65).
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The magnetization data given in the Fig. 14 are corrected for the
weight of adsorbed TTF. Magnetic hysteresis data at 300 K are shown as
insets. In the case of 0.05 M TTF-HG, magnetization data are shown at 1
T as an inset. Magnetization data of HG with adsorbed TCNE are similar
to those with TTF, except that the decrease in magnetization relative to
pure HG is smaller.

The value of Mg at 300 K decreases on adsorption of TTF and
TCNE, the decrease being larger in the case of former. The Curie-Weiss
temperature, Op, also decreases markedly on adsorption of these
molecules. Clearly, charge-transfer interaction between graphene and
TTF (TCNE) is responsible for affecting the magnetic properties.

8. Inorganic Graphene Analogues

Following the discovery of fullerenes [67] in 1985, it was soon
recognized that inorganic layered materials such as MoS, and WS, can
also form fullerene-like structures [68-70]. After the discovery of carbon
nanotubes [71], inorganic nanotubes analogous to carbon nanotubes
were prepared and characterized, nanotubes of MoS, and WS, being
archetypal examples [72-75]. With the discovery and characterization of
graphene, the two dimensional nanocarbon, which has created great
sensation in last three to four years, it would seem natural to explore the
synthesis of graphene analogues of inorganic materials such as
dichalcogenides of molybdenum and tungsten which posses layered
structures [76]. We have been making efforts to prepare graphene-like
analogues of MoS, and WS,. There is an early report [77] on graphene-
like MoS, prepared by lithium intercalation and exfoliation, but the
material was characterized only by X-ray diffraction which is not
sufficient to determine the exact nature and number of layers. There have
been attempts to prepare single layers of WS, by lithium intercalation
and exfoliation as well [78-79] and here again the product was only
characterized on the basis of (002) reflection in the X-ray diffraction
pattern Since even few-layer MoS, and WS, containing five layers do
not exhibit the (002) reflection prominently, it is necessary that layered
MoS, and WS, produced by lithium intercalation and exfoliation are
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investigated by transmission electron microscopy and other techniques.
Furthermore it seems desirable to explore alternative synthesis of these
graphene-like materials. For this purpose, we have employed three
different methods to synthesize graphene-like MoS, and WS,. In Method
1, bulk MoS, and WS, was intercalated with lithium and exfoliated in
water. Reaction between lithium-intercalated MoS, and WS, and water
results in the formation of lithium hydroxide and hydrogen gas giving
rise to the separation of the layers of the sulfide and the loss of
periodicity along the c-axis. In Method 2, molybdic acid and tungstic
acid were reacted with excess of thiourea in a N, atmosphere at 773 K.
Method 3 involved the reaction between MoO; and KSCN under
hydrothermal conditions [80].
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Fig. 15. Comparison of XRD patterns of (a) bulk MoS, and MoS, layers obtained by
Methods 1, 2 and 3 and (b) bulk WS, and WS, layers obtained by Methods 1 and 2 (From
reference 81).
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The products of these reactions were characterized by transmission
electron microscopy (TEM), atomic force microscopy (AFM), field
emission scanning electron microscopy (FESEM) and Raman
spectroscopy in addition to X-ray Diffraction (XRD).

XRD patterns of the molybdenum sulphide samples obtained by the
three methods do not exhibit the (002) reflection as shown in Fig. 12(a).
Energy dispersive x-ray analysis (EDAX) shows the products to be
stoichiometric MoS,. TEM images of the products obtained from these
three procedures show the presence of one or few layers of MoS, as can
be seen from Fig. 13.

Fig. 16. (a) and (b) the TEM images of MoS, layers obtained by Methods 2 and 3, (c) is
the high resolution TEM image of layered MoS, from Method 3, (d) and (e) images of
WS, layers from Methods 1 and 2 respectively. The bends in the layers can arise from
defects (From reference 81).
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Figures 16(a) and 16(b) show the graphene-like MoS, layers obtained
from methods 2 and 3 with a layer separation in the range of
0.65-0.7 nm. The high resolution image in the Fig. 16(c) shows the
hexagonal structure formed by Mo and S atoms with a Mo-S distance of
2.30 A. AFM images and the height profiles of the products also confirm
the formation of few-layer MoS,. In Fig. 17(a), we compare the Raman
spectra of graphene-like MoS, samples prepared by us with the spectrum
of bulk MoS, [81].
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Fig. 17. Raman spectra of (a) bulk MoS, and MoS, layers obtained by Methods 1 and 2
and (b) bulk WS, and WS, layers obtained by Methods 1 and 2 (From reference 81).
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The bulk sample gives bands at 406.5 and 381.2 cm™ due to the
A, and E,, modes with the full-width half maximum (FWHM) of 2.7
and 3.1 cm’ respectively. Interestingly, few-layered MoS, prepared
by lithium intercalation exhibits the corresponding bands at 404.7 and
379.7 cm’. The sample obtained by Method 2 show these bands at
404.7 and 377.4 cm’'. There is a clear softening of the A, and E,, modes
in the graphene analogues of MoS,. Furthermore, the FWHM values
are larger in the graphene-like samples, the values varying from 10 to
16 cm™ compared to ~3 cm™ in the bulk sample. The broadening of the
Raman bands is considered to be due to the phonon confinement. The
broadening also suggests that the lateral dimensions of these layers are in
the nano regime.

Graphene analogues of WS, have been prepared by two methods as
mentioned earlier. XRD patterns of these samples show the absence of
the (002) reflection as shown in the Fig. 15(b). EDAX analysis confirms
the stoichiometry of the products to be WS,. The TEM images in
Figs. 16(d) and 16(e) reveal that WS, obtained from both methods 1 and
2 mostly consists of bilayers and single layers. The separation between
the WS, layers in the bilayers sample is in the 0.65-0.70 nm range. WS,
layers obtained by the thiourea method show an interlayer spacing of
~0.9 nm.

AFM images and height profiles of the WS, obtained by method 1
confirms the existence of 2-3 layers of WS, with an average thickness of
~1.3 nm. Presence of bilayers of WS, in the sample obtained by the
thiourea method is also confirmed by AFM studies. Raman spectra of
WS, obtained by both the methods show softening of the bands due to
the Alg mode (see Fig. 17(b)). Compared to the narrow bands at 351
(E,,) and 420 cm’! (Aip) of bulk WS, with FWHM values around 7.8 and
2.4 cm’ respectively, the spectrum of WS, obtained from lithium
intercalation shows bands at 350 and 415 cm™ with FWHM values of
13.7 and 8.4 cm™. The Raman spectrum of WS, layers synthesized by
Method 2 also shows similar softening of the Raman bands and increase
in the FWHM [81].

Single- and few-layer graphene analogues of BN flakes were prepared
by reacting boric acid with different proportions of urea at 900°C [82].
The number of BN layers decreases with the increase in urea content in



26 C. N. R. Rao et al.

the reaction mixture, allowing a control on the number of BN layers
(Fig. 18). We believe that this is the first report of a bottom-up chemical
synthesis of few-layer BN, enabling large-scale production. The surface
area of the BN layers increases with the decrease in layer thickness as
expected, the sample with lowest layer thickness exhibiting a surface
area of 927 m’/g and high CO, uptake. Few-layer BN can be
functionalized and solubilized by employing Lewis bases. First-
principles simulations show that it is energetically easy for few-layer BN
to form stacking faults that involve slips and twists of adjacent planes
resulting in inhomogeneity in the interplanar distances and deform
through forming ripples. It has a smaller buckling strength and elastic
stiffness than graphene. Long-range Coulomb interactions are found to
be important to the stability of the different structures of BN. Our
calculations demonstrate only weak interaction of hydrogen with BN
sheets. Graphene analogues of BN may find several interesting
applications. They can be used to form composites with polymers, with
desirable applications.

Fig. 18. TEM images of few-layer BN prepared with (a) 1:12, (b) 1:24, and (c) 1:48 boric
acid/urea mixture (From reference 82).
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Graphene- and graphene oxide-based composites have attracted significant
research interest in recent years, owing to their important applications in
various technological fields. In the present study, we report the synthesis and
characterization of graphene-bimetallic alloy composite and its use in sensing
of a neurotransmitter, dopamine. The preparation and characterization of
graphene oxide with metal oxides such as RuO, and Co;0, are also presented.

1. Introduction

Graphene, one atom thick with two dimensional honeycomb sp” network
has attracted enormous attention in recent years owing to its large
specific surface area and unique electrical, mechanical and thermal
properties.'> It exhibits excellent physical and chemical properties,
which makes it promising for variety of applications in the areas such as
solar-cells,’ energy storage,” field effect transistors,® catalyst support,’
sensors,’” and nanocomposites.'' The production of graphene by
chemical reduction of graphene-oxide (GO) in solution'>'* has been
achieved using a variety of reducing agents. The presence of abundant
functional groups on the surface of GO makes it possible to be used as
anchoring sites for nanocomposites with polymers”'® and polar
molecules.'”"” The dispersion of metal and metal oxide nanoparticles on
graphene sheets provides a new way to develop potentially interesting
materials with novel catalytic, energy storage and optoelectronic properties.
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Carbon nanomaterials such as carbon nanotubes and graphite
nanoplatelets have been explored as supporting materials for
immobilizing and stabilizing metal and metal oxide nanoparticles.”**’
Hybrid structures of graphene with metal and metal oxide nanoparticles
have been developed.”**® Efforts have also been made to synthesize
silver nanoparticles by protecting with GO and assembled as thin films
using layer by layer self assembly technique.”’ In this section, we report
the synthesis of bimetal (Au-Ag alloy) and metal oxide (Co;0,4, RuO,)
nanoparticles supported on chemically modified graphene sheets.

2. Experimental Section

2.1. Materials

Graphite flakes were obtained from Stratmin graphite co., USA.
Cobaltous chloride was from Qualigens fine chemicals and Ruthenium
chloride was purchased from Arora Matthey Itd, India. Silver nitrate and
auric chloride were bought from Aldrich, USA.

2.2. Synthesis of exfoliated graphene oxide

Graphene oxide was synthesized from exfoliated graphite using modified
Hummers method as reported earlier” from our group. Briefly, the
process involved the treatment of cleaned graphite flakes of certain size
(~300 pum) with sulphuric acid/nitric acid mixture to obtain intercalated
graphite. The intercalated graphite was given a thermal shock at 800°C
for about a minute that resulted in the exfoliation of graphite. The low
density exfoliated graphite was further oxidized using KMnO, and H,0,
to obtain brown coloured exfoliated graphene oxide (EGO) powder.

2.3. Synthesis of EGO- Au-Ag alloy composites

The alloy nanoparticle — EGO composites were prepared by chemical
reduction of AuCl; and AgNO; using NaBH, as reducing agent in
presence of EGO. In a typical procedure, EGO (22.0 mg) was dispersed
in water by ultrasonication and the pH of the colloid was adjusted to 10
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using NaOH. To the above solution, 2.0 mL each of 10.0 mM AuCl; and
AgNO; solutions (depending on the alloy composition) were added and
stirred for 20 minutes at 25°C. Subsequently, 4.0 mL of ice cold NaBH,
(50 mM) was added and vigorously stirred for 1 hour. Instantaneous
colour change from dark brown to black was observed. The black colour
is due to the reduction of EGO to reduced EGO. The as-synthesized
nanocomposite was washed with ethanol to remove any by-product and
the material thus obtained was dried and used for subsequent
characterization. Au-Ag alloy nanocomposites with different molar ratios
such as 0.6:0.4, 1:2, 1:3, 1:4, 1:5, 1:6, 1.7, 1:8 and 1:9 were prepared
by similar procedure. Monometallic graphene-Au nanocomposite and
graphene-Ag nanocomposite were also prepared using a similar protocol
for comparative purposes.

2.3. Synthesis of GO-Co;0, composite

500.0 mg of Co(NOs), was dissolved in 40.0 mL of hexanol which
formed a red colour solution. To this, 100 mg of EGO was added and
dispersed by ultrasonication for 3 hours. The solution was then refluxed
at 120°C for about 10 hours.”” After cooling down to room temperature,
the as-synthesized product was washed with ethanol repeatedly to
remove any by-product and dried.

2.4. Synthesis of EGO-RuOx composite

The preparation of EGO and ruthenium oxide composite was based on
the method proposed for the preparation of sol-gel derived RuO,.xH,0.*
500 mg of EGO was suspended in a mixture of 1:1 (by volume)
methanol: water (100 mL) containing 60 mg of RuCl; The mixture was
stirred for 2 hours and the pH of the solution was adjusted to 7 by using 1
M NaOH. During the process ruthenium hydroxide particles precipitated
out and got dispersed on EGO. It was centrifuged and washed several
times with distilled water to remove NaCl completely. The material was
subsequently dried in vacuum at room temperature and subsequently at
300°C for 2 hours.



36 K. R. Rasmi, K. Chakrapani and S. Sampath

2.5. Materials characterization

The crystallographic information of as-synthesized materials was
investigated using powder X-ray diffraction technique (PAN analytical
X-ray BV diffractometer, Cu Ka radiation A = 1.506 A at a scan rate of
2° per minute). Scanning electron microscopy (ESEM, Quanta) was
employed to examine the morphology of the nanocomposites.
Electrochemical studies were carried out using a potentiostat (CH
Instruments, USA, Model CH 660A) in aqueous phosphate buffer with
saturated calomel reference electrode (SCE) and a large area Pt foil
counter electrode.

3. Results and Discussion

Bimetallic and alloy surfaces, both in the planar and nanoparticulate
form, attract wide interest because of their distinctive properties that
distinguish them from their monometallic counter parts. Alloys
containing Au as one of their components are particularly interesting,
since Au, which is a very inert metal behaves quite differently when it is
in conjunction with another metal. The structure of Au-Ag bimetallic
nanoparticle has generated a lot of interest since both Au and Ag
have very similar lattice constants and are completely miscible
over entire composition range, forming homogeneous alloys in bulk
phase. Graphene and Au-Ag alloy composites are expected to possess
properties of both the components (graphene as well as alloy
counterparts) and hence these hybrid materials may have good features
for (electro)catalysis.

The absorption spectra (not shown) of graphene — Au-Ag alloys
of different compositions reveal only one surface plasmon band
corresponding to the particular alloy composition. The change in position
of the A, depends on the composition and falls in between the surface
plasmon band positions of gold and silver. The reduced graphene oxide
shows an absorption band near 266 nm. However, a physical mixture of
individual colloids shows two surface plasmon bands corresponding to
the monometallic counter parts. Powder X-ray diffractommograms
(Fig. 1) of graphene-Au-Ag alloy nanocomposites show a peak around
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38°(20) that corresponds to the {111} plane while another peak observed
near 44° (20) corresponds to the {200} crystallographic plane. Two other
peaks observed near 64° and 77° (20) correspond to the {220} and {311}
planes. A slight shift is observed for the alloy phase. The SEM and the
EDX spectrum of the graphene-metal nanocomposites (Figs. 2 and 3)
reveal that metal alloy nanoparticles are spread fairly uniformly on the
surface of graphene. Elemental mapping and spot EDAX confirm the
formation of alloy phase. The particles are finely dispersed and the
average particle size is of few tens of nm.

a) G-Au
b) G-Au-Ag(1:7)

Intensity(a.u)

2 theta(®)

Fig. 1. XRD patterns of graphene-Au (a) and graphene- Au-Ag alloy (b) (1:7 molar ratio)
nanocomposites.

Fig. 2. SEM images of graphene-Au (left) and graphene-Ag (right) nanocomposites. The
scale bars correspond to 20 pm.
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Fig. 3. SEM images of graphene-Au-Ag alloy nanocomposites with compositions 1:1
(left), 1:8 (right) respectively. The scale bars correspond to 20 um.

3.1. Electrochemical detection of dopamine using
graphene-alloy nanocomposites

The need to detect neurotransmitters such as dopamine and ascorbic acid
is over emphasized in the literature. However, preparation of an electrode
that requires minimum surface treatment with good response is still a
challenge. The response of dopamine (DA) on bare glassy carbon
electrode (GCE) and on graphene-Au-Ag alloy composite modified GCE
is followed by cyclic voltammetry. The composite colloid is drop coated
(50 pL) on the surface of GCE (0.2 cm’ area) and the solvent is
subsequently evaporated to result in a stable alloy colloidal film on the
surface. Typical cyclic voltammograms of DA are recorded in phosphate
buffer, pH=7.0 (Fig. 4). It is clear that well-defined and resolved
voltammetric peak is observed for DA oxidation on alloy composite
modified electrode in comparison to bare GCE. DA shows an irreversible
redox reaction on bare GCE while well-defined, sharp redox pair with
obviously increased current response is obtained for DA on the alloy
composite modified GCE. For example, the negatively shifted anodic
peak potential (Epa = 184 mV) and the positively shifted cathodic
peak potential (Epc = 97 mV) results in small AE, value (67 mV) for a
concentration of 1 mM DA in the buffer. The negative shifts of the
oxidation potentials together with the formation of well-defined redox
peaks clearly indicate the favorable electrocatalysis for the oxidation of



Graphene- and Graphene Oxide-Based Composites 39

DA on the alloy-based composite modified electrode. DA is also found
to adsorb strongly on the electrode surface. Oxidized form of DA is
known to give a cyclized product by a follow-up chemical reaction. The
cyclization is reported to occur through the nitrogen of the amino group
to the ring. This product is also electrochemically active and the redox
peaks are observed around -0.311 V in the present study. The pKa of DA
is 8.87 and at pH 7, DA would mostly exist in the unionized form.
Hence, cyclization is favored at neutral pH while acidic conditions do not
favor cyclization due to charge associated with the amino group. The
cyclized product is also found to adsorb on the electrode surface. This is
confirmed by checking the used electrodes in fresh buffer after
performing DA oxidation. The first cycle from -0.40 V does not show
any peak for the cyclized product at -0.10 V since the chemical reaction
takes place only after the electrochemical oxidation of DA. Hence, from
II cycles onwards, the cyclized product is observed as a reversible redox
couple.

-150

-100

-50 -

LHA 0-~-

50

-0.4 02 00 02 04 06
E/Vvs SCE

Fig. 4. Cyclic voltammograms of (a) bare GCE and (b) GCE modified with graphene-Au-
Ag nanocomposite for the detection of DA (I mM) in phosphate buffer of pH 7.
Reference electrode used is SCE and counter electrode used is Pt foil. Scan rate used
is 5 mV/sec.
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3.2. Composites of exfoliated graphene oxide- and Co3;0,or RuO,

The XRD pattern of EGO-Co5;0, is shown in Fig. 5. The diffraction
peaks of as-synthesized composites belong to characteristic peaks of
Co;0,, which are close to the repor’ted values (JCPDS file no.43-1003)
with lattice constant of a = 8.083 A. The broad peaks of Cos;0y in the
X-ray pattern indicate that the nanoparticles are small and the average
size is about 15 nm as determined using Scherrer equation. Figure 6
shows the SEM images of EGO-Co5;0, and it is observed that the surface
of EGO is randomly decorated with Co0;04. The XRD pattern of
EGO-RuO, composite shows an amorphous ruthenium oxide phase for
the as-prepared material. Annealing the composite at 300°C makes the
material crystalline typical of rutile type structure of RuO, (Fig. 7).

(311)

4 (001) (111)
209 (o1 (400) (40)

(220) (511)

Intensity

10 20 30 4 50 60 70
2 theta(°)

Fig. 5. XRD pattern of EGO-Co3;0, composite.

Fig. 6. SEM images of EGO-Co03;0, composite. The scale bars correspond to 30 um (left)
and 300 um (right).
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The SEM images of EGO-RuO, (Fig. 8) composite reveal that the
ruthenium oxide particles are well distributed on the surface of EGO.

(110)

(101)

(121)

(220)

(211)
(200)

Intensity (a.u)

W

10 15 20 25 30 35 40 45 50 55
2 theta(’)

Fig. 7. XRD pattern of EGO-RuO, composite annealed at 300°C.

Fig. 8. SEM images of EGO-RuO, composite. The scale bars correspond to 10 um (left)
and 20 um (right).

4. Summary

Exfoliated graphene oxide and its reduced form are amenable
for composite formation. The alloy-based composite shows good
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electrocatalytic properties and will be very useful for the development
of electrochemical sensors. The metal oxide - based composites with
EGO may be good candidates for electrochemical capacitors since
the combination of EGO functional groups with the metal oxide
pseuodoredox properties are expected to yield high capacitance.
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Chapter 3

Singlet Open-Shell Character of Polyperiacenes
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Singlet open-shell character of polyperiacenes has been elucidated by
theoretical analysis based on the Clar’s aromatic sextet valence bond model and
quantum chemical calculations. Anti-ferromagnetic ground state of large
polyperiacenes was relevant to the sufficient stabilization energy derived from
aromatic sextet formation to overcome the energetic penalty associated with
n-bond cleavages. Experimental study on the smallest potential biradicaloid,
2,5,9,12-tetra-tert-butylbisanthene 1, demonstrated no appreciable biradical
character in physical measurements, whereas 1 showed biradicaloid behavior
toward oxygen.

1. Introduction

Graphene, which is a two dimensional sheet consisting of fused six
membered rings of carbon atoms, has zigzag and armchair edges.
STM/STS measurements have revealed the edge-localized electrons at
the zigzag edge,' where a large magnetic moment is suggested by
the tight binding band calculations.” Magnetic and related electronic
properties originating the edge spins are extensively studied theoretically
and experimentally for realization of carbon-based nanoelectronics.” In
this context, nanographenes as small components of the graphene sheet
have attracted considerable attention recently from synthetic' and
theoretical points of view,” and the theoretical studies using symmetry-
broken DFT calculations on nanographene molecules with zigzag edges
figure out anti-parallel spin orientation between the two edges in the
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ground state instead of the non-magnetic (that is, closed-shell singlet)
ground state predicted simply from their Kekulé structures.’"
Although the anti-ferromagnetic (that is, open-shell singlet) ground state
would be derived from degeneracy of m and m* bands at the Fermi
level,> easy-understandable guidance for structure—property relationship
is required to simply predict the electronic structures of zigzag-edged
nanographenes including polyperiacenes as well as polyacenes. In this
chapter, we present theoretical consideration on polyperiacenes based on
Clar sextet valence bond model in combination with natural population
and NICS analyses using DFT calculations, and demonstrate that the
anti-ferromagnetic ground state in polyperiacenes a-b is closely related
to formation of the Clar sextets,®® that is, aromatic stabilization.
Additionally, we describe preparation of the smallest polyperiacenes, a
derivative of bisanthene 3-3, and experimental elucidation of its singlet
open-shell character.

1 2 . a
4e8e)
1 -,
\Y///
A
OO : > armchair edge

zigzag edge

cee W

Fig. 1. Structure of polyperiacenes a-b.

2. Theoretical Consideration on Open-Shell Character

2.1. Clar’s aromatic sextet valence bond model

Open-shell character in seemingly intrinsic closed-shell (Kekulé)
molecules would originate from some kind of extra stabilizations to
compensate the destabilization by ©-bond cleavage. In order to consider
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the relation between the magnetic state and the stabilization balance, we
focus on anthracene 3-1 and phenanthrene, which are minimal units of
zigzag- and armchair-edged nanographenes, respectively. Important extra
stabilization energy expected in aromatic hydrocarbons is aromatization
energy derived from (4n + 2) ® cyclic conjugation. One can see two
unpaired electrons on the 9,10-positions in anthracene after pairing
electrons in the m-dot structure of anthracene so as to ensure the maximal
number of the Clar sextet (Fig. 2(a)).* These two unpaired electrons are
located at positions separated each other, and pairing of the two electrons
requires destruction of one sextet (Figs. 2(a)—2(b)). On the other hand,
phenanthrene has two sextets and two unpaired electrons which are
located at the neighboring 9,10-positions (Fig. 2(a")). These two electrons
can participate in a m-bond formation with no destruction of the sextets
(Figs. 2(a")—2(b")). Thus, in the Kekulé structures, anthracene is on a
balance between stabilization and destabilization, whereas phenanthrene
contains no unfavorable destabilization. The stabilization balance in
anthracene might lead to its high reactivity at the 9,10-positions.’

n-dot 9 biradical Kekulé
= —
10 @) (b)
7r—dot9 10 biradical Kekulé
= —
(a) (b

Fig. 2. Electron pairing process of anthracene 3-1 (upper) and phenanthrene (lower). The
rings drawn in bold lines represent the Clar sextet.

C)] (b) (©

Fig. 3. Electron pairings in bisanthene 3-3.



48 A. Shimizu et al.

o
[
1
w
=Y

>
O,
W
i
)
¢
9,
>
A=
§ 9
W
i

PR
g

)
oo
o8
06
Og
e

4
O® @
ReceIRE
BOSIES
Yo lke

N

Oad
OaSExD,
W

&)

(=)

W

Fig. 4. Kekulé and biradical structures of polyacenes and polyperiacenes a-b. The
numeral under each structure represents the number of the Clar sextets.

The consideration for the electronic structure of anthracene could
be adapted to the edge-localization of electrons in polyperiacenes.
Bisanthene 3-3, which is the smallest polyperiacene of anthracene, has
four unpaired electrons in the canonical form having a maximal number
of the sextet (Fig. 3(a)). Two inner neighboring electrons can be paired
with no destruction of the sextets, and consequently this pairing process
is completely favorable in energy (Figs. 3(a)—3(b)). Remaining two
electrons reside on the zigzag-edge regions, and pairing of the two
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outer electrons results in decrease of total number of the sextets
(Figs. 3(b)—3(c)). Energy difference between before and after the
pairing of the electrons on the zigzag edges should be smaller in 3-3 than
in 3-1, since the pairing in 3-3 causes the destruction of two sextets;
leading to propensity of electrons to more localize in separated places in
3-3.% For larger polyperiacenes of anthracene such as 3-5 and 3-7, the
difference in the number of the sextet between the biradical and Kekulé
structures increase with increment of molecular size; three for 3-5 and
four for 3-7 (Fig. 4). More sextets in the biradical structures would result
in more dominant contribution of biradical electron configuration to the
ground state. Two unpaired electrons localize at the zigzag-edge regions
so as to gain m-bonding energy in the inner pairs of electrons, as was
seen in Figs. 3(a)—3(b).

2.2. Quantum chemical method

The singlet open-shell character was estimated using the index defined
by Yamaguchi’ coupled to the symmetry-broken UBHandHLYP/6-31G*
calculation.'” The degree of the singlet open-shell character, y;, can
be determined from the following equations: y; = 1 — 2T/(1 + Tiz),
T; = (ngomo-i — NLumo=i)/ 2, where nyomo.i and npymos; represent natural
orbital occupation numbers of HOMO-i and LUMO+i, respectively.
The index y, which are determined from the HOMO-LUMO pair are
related to a m-bond cleavage and vary continuously from zero to unity.
A perfect biradical molecule has y, of unity. Table 1 shows y, of
polyacenes and polyperiacenes. The series of polyperinathalene 2-b,
which have been extensively studied by Miillen and co-workers,'' has no
appreciable y,, although theoretical calculation for larger systems has
predicted a small HOMO-LUMO energy gap.'” Actually even 2-7 shows
high stability. On the other hand, bisanthene 3-3 has a small but non-
negligible value of y,, suggesting that 3-3 is basically classified into a
closed-shell molecule with potential biradical character. High reactivity
toward oxygen of 3-3 supports this idea."”” Larger homolog 3-5 and 3-7
give large values of yo, clearly indicating their appreciable biradical
character. It is noteworthy that apparent biradical character is recognized
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in the systems having three or more Clar sextets in the biradical
structures in comparison with the Kekulé structures. Aromatic
stabilization energy (ASE) of benzene based on homodesmic
stabilization energy (HSE) is ca. 90 kJ/mol,"* three times of which is
comparable to the C—C 7-bonding energy of 272 kJ/mol."”” Thus two
unpaired electrons in the biradical structure of 3-3 (the difference of the
Clar sextet is two) prefer electron pairing to form a closed-shell ground
state, whereas 3-5 (the difference of the Clar sextet is three) is subjected
to competition between the pairing of two unpaired electrons and the
aromatization of the six-membered rings.

Table 1. The degrees of open-shell character y, of
polyacenes and polyperiacenes a-b. In parentheses, spin
contaminations are indicated.

a

b 2 3 4

1 0.00 (0.00) 0.00 (0.00) 0.01 (0.31)
3 0.00 (0.00) 0.12 (1.01) 0.60 (1.63)
5 0.01 (0.35) 0.59 (1.66) 0.91 (1.90)
7 0.05 (0.83) 0.84 (1.83) 0.98 (2.05)

2.3. Aromaticity of each ring

The nucleus-independent chemical shift (NICS) calculation'®** s

informative for an aromatic contribution of each six-membered ring.
We performed the NICS calculation of polyperiacenes a-b with the
GIAO'*-B3LYP/6-31G* method. Figure 5 shows the NICS(1) values of
polyacenes and polyperiacenes. Bisanthene 3-3 has the largest aromatic
contribution in the ring B, which suggests a dominant contribution of the
Kekulé structure in Fig. 4 to the ground state."” On the other hand, the
NICS(1) value of the ring B in 3-5 approaches the non-aromatic and a
large aromatic contribution is found in the ring A and D. This finding
clearly indicates decrease and increase of Kekulé and biradical
contributions to the ground state of 3-5, respectively. Larger homolog
3-7 shows more non-aromatic NICS(1) values in the ring B and E,
supporting its more pronounced biradical character.
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2.4. More extended ring system

Using these findings, one can easily recognize open-shell electronic
structures in polyperiacenes of tetracene (4-b; b = 3, 5, 7). All of these
compounds contain three or more sextets in the biradical structures in
comparison with the Kekulé structures, indicating a large contribution of
the biradical structures to the ground states. Unpaired electrons are prone

b a=2

e

Fig. 5. NICS(1) values of polyacenes and polyperiacenes a-b.
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to reside on the zigzag edges to ensure maximal numbers of the Clar
sextets. Large negative NICS(1) values are found at the position where
the sextet can be drawn in the biradical structures of Fig. 4.

3. Experimental Elucidation of the Smallest Polyperiacene

The smallest potential singlet biradical species in the polyperiacenes
would be bisanthene 3-3, which has been isolated as an air-sensitive
crystalline powder."™ UV,"™® photoelectron,'™ fluorescence,™ and
vibrational spectra'®™ of this labile compound have been measured,
whereas there has been no direct determination of the experimental
structure so far."™ Considering stability in air and solubility in common
organic solvents, we decided to introduce tert-butyl groups on the rings
of 3-3 and prepared a tetra-tert-butyl derivative 1 from commercially
available diphenylmethane in 7 steps (Fig. 6). The structure of 1 was
confirmed by X-ray crystallographic analysis.

Q Bu ‘ Bu
7 steps “

Fig. 6. Synthesis and ORTEP drawing of 1 at the 50% probability level.

3.1. Geometrical consideration

The bond lengths of 1 along with anthracene and phenanthrene are
summarized in Fig. 7. The bond lengths in the ring A and B resemble to
those of anthracene. The central C—C bond (1.451(2) A) in 1 is quite long
compared to the C—C double bond (1.338(5) A) in the 9,10-position of
phenanthrene whose structure can be drawn in the biradical resonance
structure. The double bond character of the central C-C bond is
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(g)gee’t

biradical structure

Fig. 7. (Left) Bond lengths of 1 (at 200 K), anthracene (94 K), 2% and phenanthrene
(295 K).2% (Right) Resonance structure of bisanthene 3-3.

estimated to be only 21% according to the Pauling—Brockway
relationship,”” which represents C—C bond character as a function of an
experimental bond length. Thus the X-ray data agree with the
consideration of the Kekulé structure as having more importance in the
resonance hybrid of 1.

3.2. Physical properties

Physical properties of 1 also support the geometrical consideration on the
ground state of 1. In general, a small HOMO-LUMO energy gap is an
essential factor for open-shell character of a molecule, because a
HOMO-LUMO gap is closely related to the promotion of electrons from
HOMO to LUMO. A single electron HOMO-LUMO excitation along
with spin inversion leads to the triplet biradical state, whereas admixing
a doubly excited configuration IQDH,HqL,L into a ground state leads to
singlet biradical character of the system. Electronic absorption spectrum
of 1 in a toluene solution gave an intense low-energy band at 662 nm
(¢ = 32,500), from which the optical HOMO-LUMO energy gap of 1
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was determined to be 1.87 eV. Cyclic voltammogram of 1 gave two
oxidation (E; ;™ = —0.07 V vs. Fe/Fc*, E»p,™ = +0.49 V) and two
reduction waves (E, 1" = —1.75 V, E,,** = -2.21 V), which led to the
electrochemical HOMO-LUMO gap of 1.68 eV. The HOMO-LUMO
energy gaps of 1 are larger than the energy gap border line (1.5 eV) for
triplet biradical ground state that was suggested by Hofmann.*' Actually,
ESR signals typical for triplet species could not be detected in a
powdered sample of 1 at 373 K. Theoretical singlet-triplet energy gap
for 3-3 calculated with the B3LYP/6-31G* method was 52.4 kJ/mol
(= 6300 K), from which the amount of triplet species at 373 K was
estimated to be ~ 0.1 ppm according to the Boltzmann distribution. The
non-biradical character of 1 was also supported by a variable temperature
'H-NMR experiment, which showed no signal broadening of aromatic
protons even at 383 K.”> These observations indicate two unpaired
electrons in the biradical resonance structure strongly coupled to form
non-magnetic singlet ground state. On the other hand, chemical reactivity
might suggest the potential open-shell character of 1. The intense
absorption band at 662 nm in the UV spectrum of 1 decayed with a half-
life period of 19 days open to air. The absorption of the resulting product
was the same as that of a quinone derivative, indicating the reaction with
oxygen at the meso-positions where the largest spin density (£0.443) was
predicted by means of the broken-symmetry UBHandHLYP calculation.

4. Conclusion

Open-shell character and edge-localization of unpaired electrons in
polyperiacenes comes from acquiring as many aromatic sextets as
possible. Energy balance between aromatization and ®-bond formation
determines the degree of open-shell character of the system. Tetra-tert-
butyl derivative 1 of bisanthene 3-3, which could be regarded as the
smallest biradicaloid species in the series of polyperiacenes at the
UBHandHLYP level of theory, had no appreciable biradical character in
physical measurements, whereas its chemical reactivity might suggest
the potential biradical character. These experimental results on 1 are
consistent with the simple valence bond consideration based on the Clar
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sextet model, as well as the quantum chemical calculation. This
theoretical finding is a useful guidance to predict the ground state spin
structures of polyperiacenes and hopefully of extraordinarily giant
polycyclic aromatic compounds including graphene sheet.
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Recent experimental achievements in synthesizing single layer and a few
layers graphene have provided a new platform to explore their novel
electronic, mechanical and optical properties. This has created im-
mense potential applications in this era of miniaturized electronic de-
vices, which arises mainly due to the quantum confinement effects in this
reduced dimension. In this chapter, we present the fascinating results ob-
tained from first-principles density functional theory calculations on the
structure and novel opto-electronic properties of two dimensional (2D)
graphene subjected to tunable external perturbations induced by the
presence of a few metal clusters and electron donor-acceptor molecules
to explore the possible ways of enhancing their device applicabilities.
We show that the nature of the deposited metal clusters and dopant
molecules on graphene surface has significant effects in modulating its
intriguing electronic properties through charge transfer, opening a new
avenue for optoelectronic device applications. We find that the inter-
action strength for the metal clusters is relatively larger compared to
the molecular systems, and consequently has more impacts in chang-
ing graphene’s novel electronic structure. Interestingly, the type and
concentrations of charge carriers in graphene can be controlled by ap-
propriate external dopants. In fact, we suggest that the presence of
suitable dopants can eventually tune the graphene electronic structure
from semi-metallic to a perfect metallic and even if semiconducting be-
haviors. We also suggest that these charge transfer effects can be seen
in optical conductivity profiles as the low frequency regions are affected
by the extent and type of charge-transfer.
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1. Introduction

Low dimensional carbon nanomaterials, like fullerenes, nanotubes,
graphene, and their derivatives, have been of extensive research interest
in condensed-matter physics and in materials sciences because of their in-
triguing novel electronic, mechanical and optical properties.»"?4" In fact,
the diverse electronic properties of carbon nanomaterials strongly depend
on their dimensionalities. The electronic confinement in these reduced di-
mensions give rise to many exotic phenomenon that have been of potential
scientific interests over the decades.181%13-16 The recent experimental re-
alization of two and quasi-1D nanosystems have drawn a major attention
of a large number of scientific communities for their possible applications
in nanoelectronic devices.?™

Owing to its versatile, unique properties, graphene, a strictly two-
dimensional (2D) flat monolayer of carbon atoms tightly packed into a
honeycomb lattice, among all class of nanomaterials, has become an ideal
candidate for designing the next generation nanoelectronic devices.?"17-22
In fact, graphene has been considered as the parental compound for the
other conjugated carbon allotropes possessing various dimensionalities. The
rhombus unit cell of graphene consists of two atoms coming from two dif-
ferent sublattices making graphene a bipartite lattice. According to Lieb’s
theorem?® the graphene electronic spins prefer to align antiferromagneti-
cally within the two sublattice points in a bipartite lattice. Tunable elec-
tronic properties from insulators through semiconductors to conductors
make 2D graphene, a strictly zero band gap semi-metal, of practical inter-
est in nanoscience and nanotechnology. Moreover, the finite termination of
graphene results in quasi-1D nanoribbons like structures with two different
possible edge geometries, namely zigzag and armchair; commonly termed as
zigzag graphene nanoribbon (ZGNRs) and armchair graphene nanoribbons
(AGNRs), respectively. These ribbons show completely different electronic
behaviors arising from their two contrasting edge geometries. It has been
demonstrated that in contrast to AGNRs, the ribbons with zigzag edges
(ZGNRs) possess strongly localized edge states resulting from non-bonding
molecular orbitals.?* Interestingly, the half-metallic behavior of ZGNRs
under a threshold external cross ribbon electric field is of practical interest
since it, enables them for possible application in spintronics devices.?57?7
Thus, the dimensionalities and edge geometry play a very substantial role in
governing the enticing electronic structure of these carbon nanomaterials.
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In general, electronic properties of materials in reduced dimensions are
mainly governed by their size, geometry, boundary conditions and more im-
portantly by the nature of electronic correlations.®3% In addition to that,
the carrier type and its concentrations play an important role in control-
ling the novel opto-electronic and transport properties. The massless Dirac
fermions present in graphene that describe the low-energy electronic proper-
ties, result in very high carrier mobilities. Moreover, the carriers (electrons
or holes) mobilities can be tuned by controlling the external electric field in
graphene-based field effect devices.? Furthermore, the possible utilization
of spin components in graphene-based electronic devices depends on the
extent of spin polarization.®:32 In this respect, the half-metallic materials
as mentioned above, show zero band gap for electrons with one spin orien-
tation and insulating or semiconducting band gap for the other, resulting
in a completely spin-polarized current.?’-3%33-35 In fact, appropriate con-
trolling and/or tuning the electronic structure of graphene have numerous
applications in advanced device fabrications. The significant changes in
properties of graphene, in particular of its phonon frequencies and elec-
tronic structure, are reported to occur when electrons or holes are added
by electrochemical means.3® It is indeed possible to achieve a high level
of doping through electrochemical top-gating.36-38 Apart from this, the
other possible way of tuning the carrier type and its concentrations is by
the incorporation of appropriate external electron donor or acceptor guests
into the host carbon nanostructures. To achieve this, the boron and nitro-
gen atoms implantation,3>:3940 chemical functionalization*>*? and surface
adsorption of selective donor and acceptor molecules***® into graphene
nanostructures, have been successfully considered to be the effective routes
among others. As is well known, charge transfer is well known in molec-
ular systems. This can be achieved in two different pathways, namely,
intramolecular and intermolecular charge transfer processes. To materi-
alize the intramolecular pathway, one has to form a new chemical bond
between the electron donor and acceptor host-guest systems, and possibly
loosing the intriguing electronic structure induced by the substantial struc-
tural deformation as a result of new bond formation. In sharp contrast to
this, intermolecular pathways are more effective where one can add either
electrons or holes by adsorbing various selective electron donor or acceptor
dopants on the graphene surface through charge transfer processes. Such
controlled adsorption of donor or acceptor dopant induces charge transfer,
which in turn greatly changes the optoelectronic properties of 2D graphene,

in particular the characteristic Raman spectra of graphene.*34%
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In this chapter, we mainly describe the effect of external dopants of a
few novel metal clusters and electron donor or acceptor molecules on the
modification of electronic properties of a pure single layer 2D graphene
using first-principles density functional theory calculations. We consider
a few representative metal clusters of Pd, Ag, Pt and Au with 40 nu-
clearity embedded on graphene surface to model the metal nanoclusters
doping. The molecular doping on the other hand is achieved by adsorb-
ing selective donor and acceptor molecules onto the graphene surface.*®
For this, we consider a few representative donor and acceptor molecules
with varying affinities of electron-withdrawing and donating power. Tetra-
cyanoethylene (TCNE) and tetracyanoquinodimethane (TCNQ) have been
chosen as electron acceptors, and tetrathiafulvalene (TTF) as the electron
donor. Our study reveals that all the composite systems are stabilized
in spin-polarized ground state. The type of the deposited dopants (metal
clusters or donor/acceptor molecules) on graphene has significant effects in
changing its intriguing electronic structure. Results obtained from molec-
ular doping of graphene show that the donors and acceptors are adsorbed
on the graphene surface through a physisorption process. Milliken popu-
lations analysis predicts that there is an effective charge transfer between
the adsorbed dopant and graphene, and its directionality follow the nature
of the adsorbed dopants. The propensity of observed interaction strength
is more for metal clusters doping compared to the molecular doping which
in fact governed by the relative extent of charge transfer between the two.
We analyze the effect of molecular charge transfer on the Raman active
phonon frequencies in graphene. The band structures together with den-
sity of states (DOS) analysis clearly show the presence of discrete localized
levels in between valence and conduction bands arising from dopants. We
too have focused on the low-frequency profile of optical conductivity of
these charge transfer complexes. Our theoretical findings*® compare fairly
well with recently reported experimental results.*344

2. Computational Details

The first-principles calculations are carried out using the linear combination
of atomic orbital density-functional theory (DFT) methods implemented in
the SIESTA package.*® The generalized gradient approximation (GGA) in
the Perdew-Burke-Ernzerhof (PBE) form*’ and double ¢ polarized (DZP)
basis set are chosen for the spin-polarized DFT calculations. The inter-
action between ionic cores and valence electrons is described by norm
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conserving pseudopotentials®® in the fully non-local Kleinman-Bylander
form.*® The details of the computational methods can be found in ref. 45.
We consider (8 x 8) supercell containing 128 carbon atoms of graphene for
modelling the doping of 2D graphene.

3. Metal Nanoclusters Graphene Complexes

Possessing many exotic, interesting properties and the possibilities of their
modulation in a controllable manner, the 2D graphene has been of great
research interest in recent years. There are many potential modification
routes to increase its device applicability. Here we describe the effect of
metal clusters doping; i.e. embedding a few representative novel metal
clusters of Pd, Ag, Pt and Au with sufficiently large nuclearity (40) to
explore its responses in tuning of novel electronic structure, particularly
designing an efficient way to engineer bandgaps which opens up a new
avenue for optoelectronic device applications.

s

Va7, "m'ly
PN

(c) Graphene@Pt,, (d) Graphene@Au,,

Fig. 1. (Color online) The optimized structures of four metal nanoclusters deposited
on graphene surface (From reference 45a).

We first consider the two dimensional arrays of metal clusters deposited
on graphene, as shown in Fig. 1 from the relaxed geometries of graphene
and metal clusters. The initial structural guess for the metal clusters is
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modeled by Sutton-Chen 12-6 potentials.’® The relative stability of the
metal nanoclusters embedded on graphene surface (i.e., graphene@Myg) is
determined by the stabilization energies (Egiqp) or the so-called binding
energy, calculated using equation (1). As is well known, the larger the sta-
bilization energy, the stronger is the binding of the guest dopant cluster to
the graphene surface. The stabilization energy per deposited metal cluster
is calculated by subtracting the energy of the optimized isolated cluster of
nuclearity 40, E(Myg) and the optimized equilibrium energy of the graphene
supercell, E(graphene), from the total energy of the optimized composite
systems, E(graphene@Myg), :

(1)

A summary of the results for the optimized structures for all four com-
plexes is provided in Table 1.

AEstab = Egraphene@M4U - Egraphene - EM40

Table 1. Summary of results for metal nanoclusters deposited on graphene. The +ve
(-ve) sign indicates the electron transfer from graphene (metal cluster) to metal clus-
ter (graphene). The Req and C.T represent the equilibrium distances of separation and
amount of charge transfer, respectively. LE, (I.E,) and E.A, (E.Aq) represent the verti-
cal (adiabatic) ionization energy and electron affinity, respectively (From reference 45a).

Nanocomposites | Req | AEstqp AEform C.T LE, E.A,
(A) | (V) | (AEsorm®) (eV) | (o) (I.Eq) (E.-Aq)
Graphene@Pdyg | 2.33 | -4.74 -3.70 (-3.58) 3.62 | 5.78 (5.76) | -3.54 (-3.55)
Graphene@Agyg | 2.45 | -2.19 -2.45 (-2.40) | 2.00 | 4.68 (4.68) | -2.48 (-2.51)
Graphene@Ptyg | 2.35 | -2.86 -6.14 (-6.07) 2.41 | 6.82 (6.60) | -4.10 (-4.03)
Graphene@Auyg | 2.83 | -1.91 -4.13 (-4.03)  |-0.17 | 4.10 (4.10) | -1.49 (-1.54)

We too have calculated the formation energies (Eform) per metal atom
defined by equation (2) and (3) of these metal nanoclusters in presence as
well as in absence of graphene to focus on the feasibility of spontaneous for-
mation of clustering from constitutional atomic metal moiety under suitable
experimental conditions. Our results indicate that the formation energy is
slightly increased in presence of graphene, acting as a catalyst, relative to
the free metal clustering.

AE‘form = [Eg7'aphene@M4o - 40 EM40]/40 (2)

graphene —

AE]Ccorm = [EZ\/I40 — 40 * E]u]/40 (3)
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where the E(Myg) and E(M) are the energies of optimized metal nanocluster
and of a single metal atom, respectively.

From the fully optimized geometries, we find that the shortest separa-
tion between a metal atom of the deposited metal cluster and the closest
carbon atom of the graphene layer for the graphene@M,o complexes are
between 2.3 and 2.8 (see Table 1). Also as given in table 1, the rela-
tive stabilization energies are higher in magnitude for Pd, Ag, Pt clusters
embedded graphene complexes compared to the Augg cluster which clearly
indicates a relatively weak interaction between the Au nanoparticles and
the graphene in comparison to others. The relatively higher binding ener-
gies combining with smaller equilibrium distances of separation dictate that
all three (Pd, Ag, Pt) metal clusters do eventually adsorbed strongly on
the graphene surface, inducing local structural deformation. An analysis of
the Miilliken population suggests that there is an effective charge transfer
between the adsorbed metal cluster and graphene. For the Pd, Ag, and Pt
cluster deposition, the charge transfer occur from graphene to metal cluster
at their equilibrium distances of separation, while for Au nanoclusters the
direction of charge transfer is from metal cluster to graphene. It is also
clear from the table 1 that the extent of charge transfer for Pd, Ag, Pt
nanocluster is larger compared to that for the Au cluster with greater ex-
tent of charge transfer for Pd case, resulting in higher stabilization energy.
To understand this, we have computed the vertical as well as adiabatic
first ionization energy (L.E.) and electron affinity (E.A.) of individual metal
clusters. Both the I. E. and E. A. values computed with the two differ-
ent strategies follow the similar trend and can be analyzed to understand
the extent of charge transfer. We find that the trend in extent of charge
transfer which determines the overall stabilization energy of the complexes
follow the same pattern in changes in either I. E. or E. A. of the metal clus-
ters belonging to a particular period in the periodic table. In contrast to
Pd, Ag, Pt clusters, the comparatively smaller magnitude of E. A. together
with relatively lower value of I. E. make the Auyg cluster to act as weak
electron donor towards the graphene.

In order to understand the mechanism and the extent of charge trans-
fer, we have calculated the energy and difference in charge densities of
the composites by varying the distance between the ad metal nanoclus-
ters and the graphene. The interaction energy is found to change inversely
with the distance between metal cluster and graphene, clearly predicting
that such interactions are mainly due to Coulombic forces as already ob-
served for SWCNT interacting with Pt, Au nanoclusters®® and for electron
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donor /acceptor adsorbed SWCNT®? and graphene cases.*® From the anal-
ysis of difference in charge density, we also find that the electron density at
the outermost valence orbitals of Pd, Ag, and Pt increases while that at the
orbitals of carbon in closer proximity to the metal cluster decreases. The
situation is exactly reversed for the Au nanoparticle deposition on graphene
as expected from the reverse directionality of charge transfer. Thus, our re-
sults predict that the changes in electronic properties of nanoclusters doped
graphene is mainly due to direct charge transfer between the two.

We consider to focus on the changes in electronic band structures of the
metal nanoclusters embedded graphene systems. From the fully relaxed
configuration of all the nano composites, it is clear from Fig. 2 that the
region of the graphene in close proximity to the metal cluster is slightly
deformed for all the metal clusters deposition which is capable of breaking
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Fig. 2. (Color online) The electronic band structures of pristine graphene (top pannel)
and of four metal nanoclusters embedded nanocomposites (bottom pannel). The energy
is scaled with respect to the Fermi Energy (Er). The up and down arrows indicate the
majority and minority spin channel, respectively (From reference 45a).
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the local A-B sublattice symmetry. Consequently, this can indeed cause
an opening of band gap in the charge transfer complexes near the Fermi
energy. Interestingly, we find that the band gap of a few meV opens near to
the K-point, between the graphene-like bands which touches at the Dirac
point in case of pure graphene, as can be seen from Fig. 2. The effect is
very negligible for Auyg intercalated graphene as expected from small struc-
tural changes mentioned above. It is also to be noted that the energy-gap
region is above (below) the Fermi energy due to electron transfer from the
graphene (metal nanoclusters) to metal nanoclusters (graphene) for Pd, Ag,
Pt (Au) and, therefore, the neutral systems are still metallic. The appropri-
ate tuning of carriers concentration can result in placing the Fermi energy
in the gap region, and the resulting system would behave as semiconductor.
However, all the bands for composite systems are essentially a superposi-
tion of the bands arising from isolated systems. Moreover, the flat bands
near the Fermi level arise from the localized electronic states of the metal
nanoclusters, whereas the bands at the high symmetric K-points are mainly
from graphene. The calculated density of states (DOS) and its projection
on individual fragment present in nanocomposites show that the graphene
is indeed still in its semi-metallic state for the deposition of nanoclusters
Pdso and Pt4g, while the same becomes metallic in presence of metal nan-
oclusters Agso and Augg. The relatively strong adsorption of Pd4g and Ptag
nanoclusters on graphene induced by the larger extent of charge transfer
result in a net spin polarization for the complexes. The spin-polarization
of the two nanocomposite arises mainly from the adsorbed metal clusters.
Interestingly, the graphene@Pdso nanocomposite can act as perfect spin
filter without any charge injection as can be seen from Fig. 2(a). This is
because of the presence of metallic majority spin channel, whereas the mi-
nority spin channel is semiconducting, i.e., typical half-metallic behavior.
Therefore, the doping of appropriate metal cluster on 2D graphene shows a
new inroads towards designing of new nanomaterials of tunable electronic
properties including room temperature half-metallicity for advanced device
applications.

4. Molecule-Graphene Complexes

In this section, we discuss the changes in opto-electronic properties of 2D
graphene induced by molecular charge transfer.*® To achieve the goal, we
have considered a few representative organic donor and acceptor molecules.
The schematic diagram of which is shown in Fig. 3.
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n type region Graphen p type region

Fig. 3. Schematic representation of charge transfer process between graphene and elec-
tron donor, TTF and electron acceptor, TCNQ molecules. The yellow, blue, grey, and
white color atoms correspond to sulfur, nitrogen, carbon and hydrogen, respectively
(From reference 45b).

From the relaxed geometries, we find that all the sorbed molecules sur-
face adsorbed above the graphene at about 3.0 A.*> Moreover, the calcu-
lated adsorption energies that essentially examine the relative stability of
adsorbate-graphene complexes are within a few kcal mol=1 (30 - 50 kcal
mol~1), suggesting a physisorption process*® with larger adsorption en-
ergy for TCNQ adsorbed complex. An analysis of the Miilliken population
suggests that there is an effective charge transfer between the adsorbed
molecule and graphene. For both TCNE and TCNQ, the extent of electron
transfer from graphene to adsorbed molecule is found to be ~ 0.31 e and
~ 0.39 e, respectively, consistent with their nature of electron-withdrawing
tendency.*® For electron donor, TTF, electron transfer of ~ 0.11 e is found
from the molecule to graphene. The large value of adsorption energy for
TCNQ on graphene compared to the others can be attributed to the fact
that for TCNQ), the benzenoid structure provides a significant 7 surface for
adsorption on graphene with a significant amount of charge transfer, and
gains stability through electrostatic forces. Incidentally, the charge transfer
between graphene and adsorbed molecule results in electrostatic attraction
and thereby formation of a charge-transfer complex, in agreement with
the UV/Vis spectrum reported by Rao and co-workers.**4* Furthermore,
it is also indentified conclusively that the charge transfer occurs through
Coulombic forces, as was the case for the interaction of carbon nanotubes
with metal nanoparticles®® and with donor and/or acceptor molecules, and
nanocluster-graphene cases as discussed in previous section.>?

To analyze the effect of charge transfer interaction on electronic struc-
ture, we plot band diagrams and corresponding DOS in Fig. 4. The band
structures around the Dirac point are significantly affected by molecular
adsorption in graphene. For pristine 2D graphene, spin-polarized DOS
vanishes exactly at Fermi level due to the presence of massless Dirac
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Fig. 4. The band structure and corresponding DOS for (a) pure Graphene, (b)
Graphene-TCNE, (c¢) Graphene-TCNQ and (d) Graphene-TTF in the 8x8 supercell.
The solid and dashed lines in DOS correspond to the majority and minority spins re-
spectively. The Fermi level is set to zero. The DOS lines are broadened with Gaussian
functions of width 0.05 eV (From reference 45b).

fermions and there is no net spin-polarization (see Fig. 4(a)). The cal-
culated DOS and band structures of graphene in presence of donor and
acceptor molecules clearly show the presence of discrete molecular levels
around the Fermi energy. The flat molecular levels of TCNE and TCNQ
in charge-transfer physisorbed systems at slightly above the Fermi level
causes depletion of electrons from the uppermost valence bands, shifting
the Fermi level down. In case of TTF adsorbed graphene, a flat band
slightly below the Fermi level results in accumulation of electrons causing
the upward shifting of the Fermi level, giving rise to finite DOS close to the
Fermi level.*> Also note that, in all three molecule-graphene complexes,
breaking of the A-B sublattice symmetry induced by the local structural
deformation creates a small band-gap. Injecting either electrons or holes
can indeed change the electronic state from semi-metallic to metallic and
even to a semiconducting state by placing the Fermi level in between the
gap region. Note that, in a strict sense, the Dirac cone picture of graphene
is absent in graphene-molecule complexes. Instead, as shown in Fig. 4, the
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Projected Density of States

0.5 1

0
E-E, (eV)

Fig. 5. The projected density of states (pDOS) for (a) Graphene-TCNE, (b) Graphene-
TCNQ and (c) Graphene-TTF in the 8x8 supercell. The Fermi level is set to zero. The
solid, dashed lines and filled dotted areas correspond to total DOS, molecule pDOS and
graphene pDOS respectively. The DOS lines are broadened with Gaussian functions of
width 0.05 eV (From reference 45b).

mixing of graphene band and discrete molecular level results in disappear-
ance of cone picture for valance band for TCNE and TCNQ and conduction
band for TTF. Interestingly, for electrochemical top-gating study, the lin-
ear dispersion near the Fermi level (cone picture) remains true even after
doping to a high level.2628 In our case,*
charge-transfer is molecular in nature unlike the electrochemical gating.

From the pDOS analysis (see the Fig. 5), it is clear that the DOS at
the Fermi level mainly comes from the adsorbed molecules. In fact, the
graphene in graphene-molecule complex contributes only a little to the
overall DOS at the Fermi energy. Note that, for pure graphene, there
is no states at Fermi energy for transport process. It is also clear from
Fig. 5 that at Fermi energy, a finite spin polarization exists for TCNE and
TCNQ complexes with graphene, while for TTF adsorbed graphene such a
spin polarization is absent.

Here, we also discuss about the Raman active bands (G and D) of
graphene and graphene-molecule complexes for a direct comparison and
detail understanding of the experimental results recently reported by Rao
et al.#34 Experimentally, it was shown that G-band softens and stiffens

as has been mentioned, the
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with increasing concentration of TTF and TCNE, respectively, with en-
hancement of the intensity ratio of D- to G-band.** In our calculations,*®
we have obtained qualitatively similar results. For pure 2D graphene, our
calculations yield the optical phonon frequency at Brillouin zone center
I'-point corresponding to the Raman active G-band at around 1579 cm™1,
However, in presence of electron acceptors (TCNE and TCNQ), we find that
the G-band frequency is shifted to a higher value (~ 1599 cm~* and ~ 1596
ecm~?! for TCNE- and TCNQ-adsorbed graphene, respectively) because of
the nonadiabatic removal of Kohn anomaly at I'-point, while for the elec-
tron donor (TTF), it goes to a lower frequency region at about 1565 cm™?,
corroborating the experimental findings.#3** We also find that in presence
of strong electron acceptors like TCNE and TCNQ, the intensity ratio of
D- to G-band increases three orders of magnitudes (~ 10%), while for TTF
adsorption, the intensity ratio increases only to two orders of magnitude

(~ 10?), smaller than that for strong acceptors as found experimentally.344

We find reasonably good agreement with previous calculations®3-54

perimental results. 434455

and ex-

To compare and contrast the low frequency optical excitations which can
be affected by molecular charge transfer, we plot the low frequency regime
of the optical conductivity for pure graphene along with donor ( TTF) and
acceptor (e.g; TCNE, TCNQ) intercalated graphene in Fig. 6. Note that,
for pure 2D graphene, the Fermi level lies exactly at Dirac point resulting
in only the possibility of inter band electronic transitions, giving rise to
the optical conductivity peak only at above 0.50 eV. However, for molecule
adsorbed on graphene, the shifting of Fermi level towards the valence band
or conduction band from the Dirac point depending on the nature of the or-
ganic dopant as discussed earlier, creates the possibility of Drude like intra
band transitions, resulting in the low frequency optical excitation below
0.50 eV.*> This can also be accounted for the appearance of flat molec-
ular levels in between the valence and conduction bands. Interestingly,
the significant amount of charge transfer for TCNE- and TCNQ-adsorbed
graphene induces spin-polarization effects on low-frequency optical conduc-
tivity profile. In fact, this induces asymmetry to the population of majority
and minority spins at the Fermi level (see Fig. 4), which result in the differ-
ence in conductivity values for the carriers with different spins in the low
frequency region (see Fig. 6). However, for TTF-adsorbed graphene, due
to comparatively less charge transfer, both the majority and minority spins
show symmetric population (see Fig. 4), with less intense low-frequency
peaks in optical conductivity.



72

A. K. Manna and S. K. Pati

0 0.5 1 0.5 1
I i I
300 1300
(a) (b)
~ 150 4150
— /\_
§ i AN /I \
g
¢ © (@ T
150F |, 1150
1
/ " 7 1 1
0 0.5 1 0.5 1
w/(eV)

Fig. 6. Low frequency optical conductivity for (a) pure Graphene, (b) Graphene-TCNE,
(c) Graphene-TCNQ and (d) Graphene-TTF. The solid and dashed lines in conductiv-
ity profiles correspond to the majority and minority spins respectively. The lines are
broadened with Gaussian functions of width 0.05 eV (From reference 45b).

5. Summary

In this chapter, we have presented emerging results on the effect of external
doping induced by the deposition of a few metal clusters and donor/acceptor
molecules in the modification of the intriguing electronic structure of pris-
tine 2D graphene using first-principles density functional theory level of
calculations. Our results show that the nature of the external dopants has
a significant effect in tuning the electronic structure of graphene through
charge transfer mechanisms. The presence of dopant metal clusters opens
up a small band gap between the valence and conduction bands, and thus
offers a possibile semi-metal to perfectly metallic transition. Interestingly,
we find typical half-metallic behavior for graphene@Pds nanocomposite
which has potential applications in spintronic device fabrication. We have
also shown that the presence of organic donor or acceptor molecules on
graphene can significantly change the electronic properties, in particular
the characteristic Raman spectra of graphene. For all cases, the magnitude
of adsorption energies are found to be moderate, suggesting physisorption
process. Similar to the metal cluster dopants, in molecular cases also we
find that there is an effective charge transfer, the signature of which is found
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experimentally in UV-visible spectra. The stabilization energies are rela-
tively larger for metal cluster dopants compared to the molecular dopants
since it is governed by the extent of charge transfer. As a result, the effect
in changes of the electronic structure is more pronounced for the former
case. We find a downward shift of Fermi level relative to the Dirac point
for TCNE and TCNQ adsorbed graphene, whereas the Fermi level shifts
upward from the Dirac point for TTF intercalated graphene. Moreover, we
have also found that a small band gap opens up in between the valence and
conduction bands, and thus, tuning of carrier concentrations indeed can
change the graphene electronic structure from semi-metallic to a perfect
metallic through semiconducting behavior. Interestingly, we find that the
molecular charge-transfer results in stiffening and softening of Raman ac-
tive G-band frequency depending on the nature of the dopant molecule and
an increase in the intensities ratio of D- to G-band in presence of dopants,
as found experimentally. Thus, the Raman spectra can be used as a fin-
ger print for understanding the molecular charge-transfer interactions in
graphene-adsorbate complexes. We also suggest that these charge-transfer
effects can be seen in optical conductivity profiles as the low frequency
regions are affected by the molecular charge transfer. Since adsorption of
donor or acceptor dopants gives rise to tuning of band-gap as well as carrier
type in graphene, we propose that it is possible to fabricate the graphene-
based electronic devices through simple means, possibly even a p-n junction
using both donor and acceptors.
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Chapter 5

Vibrations and Buckling of Uni-Axially Strained Graphene
and BN-Monolayer: A First-Principles Study

K. P. S. S. Hembram and Umesh V. Waghmare
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Jawaharlal Nehru Centre for Advanced Scientific Research,

Jakkur Campus, Bangalore 560064, India

We present a comparative first-principles analysis of phonons and buck-
ling in graphene and BN-monolayer arising from compressive uni-axial
strains along zigzag (Z) direction. We find that the changes in vibra-
tional frequencies with compressive strain depend on (a) in-plane versus
out-of-plane polarization of modes, (b) optic versus acoustic nature of
the modes. While the responses of graphene and BN-monolayer are
similar qualitatively, graphene exhibits a remarkable anisotropy in the
changes in inter-atomic forces due to uni-axial strain compared to those
of BN-monolayer. For modes with in-plane atomic displacements, optic
modes at all the wave-vectors harden, while acoustic modes soften with
compressive uni-axial strain. This hardening of optic modes is stronger
at all wave vectors for graphene than for BN-monolayer, except at the
I" point. On the other hand, softening of acoustic modes are stronger
in BN-monolayer than in graphene, revealing stronger hyperelastic na-
ture of BN than graphene. For the modes with out-of-plane polarization,
most modes of BN-monolayer and graphene soften with compressive uni-
axial strain exhibiting a strong dependence on the direction of wave vec-
tor. Flexural acoustic modes with out-of-plane polarization, relevant
to buckling, exhibit instabilities for compressive uni-axial strain greater
than a nonzero value, demonstrating an intrinsic buckling strength of
graphene and BN-monolayer. Analogus to strong electron-phonon cou-
pling in graphene, we find that the electronic band-gap of BN-monolayer
depends sensitively on strain and even vanishes for large enough com-
pressive uni-axial strain of 0.2.

1. Introduction

Graphene composed of a layer of sp? bonded carbon (C) atoms arranged on
a honeycomb lattice, possesses topologically different edge profiles such as

77
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zigzag (Z) and armchair (A), which stay orthogonal to each other. Its fasci-
nating electronic and vibrational properties have a great potential for vari-
ety of applications.These include effectively relativistic dynamics of charge
carriers,t anomalous quantum Hall effect.? These phenomena discovered
earlier, with different materials possess different structure and composition,
but only carbon based material such as graphene showing the similar phe-
nomena is quite interesting. Its use as a semiconductor in nano-electronic
circuits is however limited due to its vanishing bandgap. In contrast to
graphene which possess as zero bandgap, BN with a similar structure is
an insulator. B and N atoms are one electron deficient and one electron
rich compared to C, leading to polar bonding in BN which is analogous to
graphene. Aming at the improved properties of BN over graphene various
researchers have synthesized BN for various applications.®™®

Mermin and Wagner’s argument for non-existence of truly long range
2D ordering crystal,® is refreshed by the discovery of graphene’ with little
buckling or corrugation.®® The underlying mechanisms and quantitative
analysis of buckling are necessary to answer fundamental features probed
through sophisticated experiments, and also for technological applications.

The buckling strength can be estimated by applying compressive strain
and measuring the critical stress. Critical strain is the amount of strain
that graphene can withstand without buckling. Quantitatively thermal
fluctutation is a measure for buckling at finite temperature. But at 0K, the
linear along with the quadratic terms in the dispersion of flexural modes are
responsible for buckling.'® Various researchers have investigated graphene
subjected to the tensile uni-axial strain to understand the underlying mi-
croscopic picture, not only theoretically,'¥™6 but also with the support
from properties, observed experimentally.’®>” Theoretically, large strain
shows clear features of opening of band gap, but for small strain it becomes
controversial.1® In the reality the maximum tensile strain realised exper-
imentally has been a few percent. In this article, we study the flexural
modes of uni-axially compressive strained BN and compare its results with
graphene.

2. Methods

We use plane wave self consistent field (PWSCF)® implementation of den-
sity functional theory (DFT), with a local density approximation (LDA)
to the exchange correlation energy of electrons, and ultrasoft pseudopoten-
tials,?92! to represent interaction between ionic cores and valence electrons.
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Kohn-Sham wave functions were represented with a plane wave basis with
an energy cutoff of 40 Ry and charge density cutoff of 480 Ry. To facilitate
a direct comparison, graphene and BN were simulated using the same peri-
odic supercell with a vacuum of 16 A in the direction perpendicular to the
plane. Integration over the Brillouin zone was sampled with a 20 X 10 X 1
Monkhorst-Pack mesh?? grid points and occupation numbers were semeard
using Methfessel-Paxton scheme?® with a broadening of 0.01 Ry. Conver-
gence was checked with finer meshes of k-points in sampling the Brillouin
zone.

3. Results

3.1. Structure

We use a unit cell containing 4 atoms as shown in Fig. 1(a) for graphene
and in Fig. 1(b) for BN-monolayer. To ensure that no two B or N atoms
are the nearest neighbors, we consider the homogeneous distribution of B
and N in the ab-plane which is expected to be favored from configurational
entropy minimization in the experimental synthesis procedure. Properties
like conductivity differ from Z- to A-direction. Similarly the properties
may be drastically different for the uni-axial strain applied along different
directions.

When we apply a series of compressive strain along Z- and A-direction
and simultaneously relax the structure, the system minimizes the energy

Fig. 1. (Color online) Two dimensional honeycomb structure with 4 atoms in the unit
cell of (a) Graphene, (b) BN-monolayer.
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using forces on each atom retaining the minimal residual stress. The stress
on the graphene and BN-monolayer is shown in the Fig. 2(a). It is clear
that the graphene possess slightly higher stress than that of BN at all values
of applied strain.
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Fig. 2. (Color online) (a) Stress on graphene and BN-monolayer as a function of uniaxial
compressive strain. (b) Phonon dispersion of graphene and BN-monolayer.

3.2. Phonons

Phonon dispersion of graphene and BN-monolayer over the symmetry point
on the Brillouin zone is shown in the Fig. 2(b). It is evident from the
phonon dispersion that flexural acoustic modes are significantly softer in BN
(310 cm ~1 at K point) than those in graphene (527 cm ~! at K point). The
Brillouin zone along with symmetry points of graphene and BN-monolayer
with 4 atoms in the unit cell, with strain along Z-direction is shown in the
Fig. 3. Comparison of flexural modes of graphene and BN-monolayer when
the compressive strain is applied along Z-direction is shown in Fig. 4. It is
clearly seen that the negative frequencies shown by both BN-monolayer and
graphene indicate the structures are unstable with the applied compressive
strain. The instability of BN-monolayer is stronger than that of graphene.
The dependence of frequency on wave vector gives an indication of the
elastic nature of the graphene or BN-monolayer. The best fit to omega (w)
vs q needs the following terms at the lowest order.

wjzclex:a*q2+6*q4

The value of « does not change much for small strains, but drops to
negative value for large enough compressive strain (see Fig. 5(a)). In the
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unstrained case the value of « for graphene is 74 while that for BN-
monolayer is 65 (Z-direction) with critical strains of -1.93 % and -1.77 %
respectively.

Long-range structural order of an isolated 2D graphene sheet can be
understood from the existence of the flexural modes. The number of flexural
modes (if one assumes purely quadratic dispersion) per unit area at a certain
temperature is given by

1 [ k
Nifjewg = — dk——
flex 2T /0 6[3 K/ok? _ 1

with each flexural mode oscillating like quantum harmonic oscillator?* with
the frequency given by

1

A

wper = (3)h
The parameter o is graphene’s 2D mass density, x is the bending stiff-
ness, 3 = 1/kgT. For T # 0 the above integral is logarithmically divergent
in the long wavelength region indicating a divergent number of phonons in
the thermodynamic limit. For a system with finite size L, with L >> Ly,
(Lt is the thermal wavelength of the flexural modes) one finds the num-
ber of flexural modes diverges logarithmically with the size of the system.

Hence

s
Nfle:r T 72 ln(L/LT)
T
where
2 1
Ly = (k/o)4

indicating that the system cannot be structurally ordered at any finite tem-
perature. This is nothing but the buckling instability.?* For L << L, one
finds that N goes to zero exponentially with the size of the system, indicat-
ing that systems with finite size can be flat at sufficiently low temperature.

Since our calculations here are based on 0K, we expect the similar char-
acteristics. With applied compressive strain of a finite nonzero value, the
scenario becomes different and hence the nature of the flexural modes.
When compressive strain is applied uni-axially on the graphene, the atoms
in the graphene adjust collectively remaining in the plane till the critical
strain, beyond which they move out-of plane, causing the corrugation or
buckling.
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Fig. 3. Schematic diagram of compressive strained Brillouin Zone along the Z-direction.
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Fig. 4. (Color online) Branch of flexural modes with compressive strain along
Z-direction.

The values of acoustic and optical phonon frequency at the symmetry
point on the Brillouin zone (listed in the Tables 1 and 2 for uni-axially
strained along Z- and A-direction) suggest that the optical phonon modes
at all the symmetry point harden and the acoustic phonon modes soften.
Interestingly, optical phonon modes harden more for graphene than that
of BN-monolayer in all the cases except at the I' point, where the optical
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phonon modes harden more for BN-monolayer than for graphene. On the
other hand the acoustic phonon modes soften more for BN-monolayer than
those of graphene.

Table 1. Calculated phonon frequencies of graphene and BN-monolayer (at different
symmetry points on the Brillouin zone) with different uni-axial compressive strain along
Z-direction.

System I (optic) X (acoustic) X (optic) M (acoustic) M (optic)
with strain cm™1 em™1 em™t em™t em~1
Gr 0.00 % 1618 383 1435 474 1435
Gr-Z -0.75 % 1635 377 1465 470 1458
Gr-Z -1.50 % 1655 366 1487 462 1492
Gr-Z -2.25 % 1657 353 1514 454 1516
Gr-Z -3.00 % 1657 341 1543 446 1532
BN 0.00 % 1523 274 1337 313 1323
BN-Z -0.75 % 1543 263 1358 303 1337
BN-Z -1.50 % 1566 248 1380 298 1362
BN-Z -2.25 % 1587 234 1399 277 1381
BN-Z -3.00 % 1610 215 1422 269 1407

Table 2. Calculated phonon frequencies of graphene and BN-monolayer (at different
symmetry points on the Brillouin zone) with different uni-axial compressive strain along
A-direction.

System I’ (optic) X (acoustic) X (optic) M (acoustic) M (optic)
with strain em™1 em™1 em™! em™t em™1
Gr 0.00 % 1618 383 1435 474 1435
Gr-A -0.75 % 1651 382 1450 474 1457
Gr-A -1.50 % 1666 380 1463 469 1494
Gr-A -2.25 % 1674 374 1493 470 1518
Gr-A -3.00 % 1726 369 1523 466 1548
BN 0.00 % 1523 274 1337 313 1323
BN-A-0.75 % 1535 269 1354 307 1337
BN-A -1.50 % 1551 267 1372 303 1352
BN-A -2.25 % 1568 256 1394 299 1358
BN-A -3.00 % 1587 248 1419 291 1401

Figure 5(b) shows atomic displacements in flexural modes of graphene
and BN-monolayer at different compressive strain. At M point, the flexural
modes for compressive strain along Z-direction are larger than that of flex-
ural modes for compressive strain along A-direction for both graphene and
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BN-monolayer. The compressive strain along Z- or A-directions softens the
M point optical modes with out-of plane displacements for graphene. Inter-
esting features arise in the acoustic flexural modes. The acoustic flexural
modes for q along A-direction hardly change with the application of com-
pressive strain along Z-direction for graphene, but soften if the compressive
strain along A-direction. On the other hand, the acoustic and optical flex-
ural modes of BN-monolayer soften with compressive strain applied along
either of Z- and A-directions.
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Fig. 5. (Color online) (a) The parameter o at different compressive strain, (b) Flexural
modes of graphene and BN-monolayer at different compressive strain.
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Fig. 6. (Color online) Eigen displacements of C atoms of graphene with compressive
strain of -1.5 % along Z-direction (a) 0 cm ™! (b) 479 cm™! (c) 636 cm™?! (d) 905 cm ™1,
and those of B and N atom of BN-monolayer with compressive strain of -1.5 % along
Z-direction (e) 0 cm™! (f) 311 cm™! (g) 629 cm~! (h) 823 cm 1.
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The origin of buckling instability can be understood with the visualiza-
tion of eigen displacement of the atoms at a definite strain. There are two
equivalent sites in the unit cell of the hexagonal structure. We consider
the atoms placed at the same sub-lattice as a-site and the other sub-lattice
as b-site respectively. Figures 6(a)-(d) show the eigen displacement of C
atoms when the compressive strain is applied along Z-direction. We note
that modes in Figs. 6(a) and (d) are the z-polarized I'-point acoustic and
optic modes respectively and those in Figs. 6(b) and (c) are the M-point
acoustic and optic modes respectively. The C atoms irrespective of the
sites displaces out of plane at lower acoustic frequency (see Fig. 6(a)).
Figure 6(b) shows that at frequency 479 cm~! the two C atoms present at
a-sites displaces in opposite direction and the other two C atoms present
at b-sites also displaces oppositely w.r.t. each other. At higher frequency
636 cm™1, (see Fig. 6(c)) the two C atoms present at a-sites displaces op-
positely w.r.t. each other and the two other C atoms present at b-sites
displaces oppositely w.r.t. each other. But the atoms present at b-sites
changes their displacement direction at frequency 636 cm~! opposite to
that of at frequency 479 cm~! while the atoms present at a-sites retain the
same displacement direction. At higher frequency (905 cm™1) the nature
of displacement once more changes as shown in Fig. 6(d). The atoms at
a-sites displace uni-directionally which are opposite to the atoms present
at b-sites.

The eigen displacement of the B and N atoms are similar in nature to
that of graphene, but vary with magnitude with the applied strain, irrespec-
tive of the strain direction. We consider the similar terminology retaining
position of the B atoms at a-sites and N atoms at b-sites. The modes in
Figs. 6(e) and (h) are the z-polarized I'-point acoustic and optic modes
respectively and those in Figs. 6(f) and (g) are the M-point acoustic and
optic modes respectively. We comparatively show the eigen displacement
of atoms when the compressive strain is applied along Z-direction as shown
in Figs. 6(e)-(h).

In Fig. 6(e) the B and N atoms displacement are in phase, and directed
out of the BN plane. In Fig. 6(f) there is hardly any eigen displacement of
the B atoms which are placed at the a-sites at frequency 311 cm™*. But N
atoms which are present at b-sites show eigen displacement out-of-plane and
opposite to each other. On the other hand in Fig. 6(g) the B atoms which
are present at a-sites shows eigen displacement out-of-plane and opposite
to each other and there is hardly any eigen displacement of the N atoms

which are placed at the b-sites at frequency 629 cm™!. Again at higher
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frequency (823 cm™?) the B atoms which are present at a-sites show eigen
displacement out-of-plane with same phase and the N atoms which are
present at b-sites shows eigen displacement out-of-plane with same phase
(see Fig. 6(h)). But the eigen displacement of B atoms and N atoms are
opposite in phase.

Thus, eigen displacement of modes at M-point are clearly different
in BN-monolayer from those of graphene. Compressive strain along Z-
direction causes softening only of the M-point optical phonon where as com-
pressive strain on graphene along A-direction softens acoustic and optical
phonon, at M point. But for BN-monolayer all optical phonon and acous-
tic phonon soften. Comparing the frequencies at each symmetry point, we
infer that graphene is more sensitive than BN towards compressive strain.

3.3. Electronic structure
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Fig. 7. (Color online) Electronic density of states BN-monolayer with compressive strain

along (a) Z-direction, (b) A-direction. (c¢) Band gap variation of BN-monolayer with
applied compressive strain.

Fig. 8.

(Color online) Charge density contour plot on a planar surface of (a) unstrained
BN-monolayer, (b) compressive strain along Z-direction, (c) compressive strain along
A-direction.
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We now determine effect of compressive strain on electronic structure
by examining electronic density of states (EDOS) and visualising charge
density contour plots of BN-monolayer. Calculated bandgap of unstrained
BN-monolayer is about 4.1 eV which is comparable to 4.5 eV calculated by
1% and graphene shows a Dirac cone at K point in the Brillouin
zone.'* For small compressive strain, there is no significant change in EDOS
of both in BN and graphene, which is also true for tensile strain investigated
by other researchers.’>7 As the compressive strain is increased the insu-
lating BN turns metallic for a strain of 20 % (see Fig. 7(a)) for Z- and (see
Fig. 7(b)) for A-directions. The variation of the band gap of BN-monolayer
with applied compressive strain is shown in the Fig. 8(c). Although around
20 % uni-axial compressive strain causes insulator to metallic transition, its
effect on the electronic structure depends on the direction of strain. We
note that the insulator-metal transition occurs when buckling is not per-

Terrones et a

mitted. This may be possible experimentally with an appropriate choice of
substrate.

Greater stability of graphene over BN-monolayer is due to the isotropic
distribution of C atoms which are bonded with sp? hybridized orbitals and
possess partially filled p, orbital lying perpendicular to the graphene plane.
In case of BN-monolayer B possess one electron less than that of C atom
and N retains one extra electron than that of C atom. Further-more the
electronegativity of B atom is 2.04 and that of N atom is 3.04 according
to the Pauling scale.?® Hence N atom tends to influence more the bonding
electron than that of B atom in BN-monolayer which is clearly observed
in the contour plot (see Fig. 8). Although in the unit cell the number of
electrons participating in bonding are the same in both the cases, their
nature is polar in BN. This local inhomogeneity of electron distribution in
BN makes the structure more unstable with the application of compressive
strain.

Local inhomogeneity of electron distribution can easily realised by ob-
serving the bond lengths summarised in Table 3. Around 20 % uni-axially

Table 3. Calculated bond length of B-N for BN-monolayer with different uni-ax-
ial strain where the transformation takes place from insulator to metallic nature.

B-N bond Unstrained Strained along Strained along
(See Fig. 1(b)) (&) Z-direction (A) A-direction (A)
p 1.43 1.29 1.26
q 1.43 1.32 1.23
r 1.43 1.29 1.26
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stain, (irrespective of the Z-or A-direction) where the insulating nature of
BN-monolayer changes to metallic, the bond lengths vary for strain applied
in Z-direction and that of strain applied in A-direction. The dis-similarity
in bond length along with the electronegative difference of B and N atoms,
drives the electron cloud more towards the N atom, which is reflected in
the contour plot in Fig. 8. With the applied strain the shape of the elec-
tron cloud also distorts as revealed from the Fig. 8(b) (compressive strain
is applied along Z-direction) and Fig. 8(c) (compressive strain is applied
along A direction), those differ from Fig. 8(a) where the electron cloud is
distributed isotropically.

4. Conclusion

In conclusion, we have presented a comparative study of flexural modes of
graphene and BN-monolayer. The critical uniaxial compressive strain along
Z-direction of graphene is -1.93 % while it is -1.77 % for BN-monolayer at
which buckling occurs. Compared to BN-monolayer, graphene exhibit a
stronger anisotropy in changes in the inter-atomic forces due to uni-axial
strain. At around 20 % of compressive strain insulating BN-monolayer
becomes metallic. We suggest that strained BN-monolayer can be used as
a tunable bandgap material for various applications.
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Chapter 6

Raman Spectroscopy of Graphene Edges
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Raman spectroscopy of graphene edges is overviewed mainly from the
theoretical point of view. There are two symmetric edge structures of
graphene, armchair and zigzag edges. Because of the symmetry, a differ-
ent Raman spectra and its polarization dependence are predicted within
the bond-polarization theory. This result is useful for characterization
of the edge structure.

1. Introduction

Graphene is a one atomic layer of graphite. Since graphite is known to be
micro-clevaged into thin layers of graphene up to one atomic layer and up
to 100pum in size on the substrate by a rather simple method using Scotch
tape, many researchers have measured one atomic layer of graphene'®
without using a special nano-technology. Graphene is a two-dimensional
solid and the electronic structure of graphene has a unique character at
the Fermi energy, such as massless Fermion particle and zero energy gap at
the hexagonal corner of two dimensional (2D) Brillouin zone. In the case
of graphite, on the other hand, because of inter-layer interaction between
two graphene layers smears out the uniqueness of the electronic structure
and semi-metallic nature might be seen, though some exotic character of
graphene (high mobility) can still be seen.

An important message of graphene physics especially in the transport
properties is that the mobility of a suspended graphene is very high (up to
200,0006m2/ Vs) even at room temperature. Thus once we get an energy
gap for graphene, we can make a field effect transistor with high on-off
switching ratio which can operate at a high frequency up to 100GHz which
is a big challenge for new semiconducting devices. In a graphene device,
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Fig. 1. The unit cell of (a) an armchair and (b) a zigzag graphene nano-ribbon (GNR).
The graphene ribbon lies in the zy plane and the edge (periodic) direction is along x.
The boxes in the figure are the one-dimensional unit cell of GNR.?8

we make so-called graphene nano-ribbon (GNR) structure with finite width
and periodic structure in one direction. If we make a GNR with a width
in the order of 1nm, quantum confinement of an electron occurs and some
energy gap would open,® which is similar to the case of semiconductor single
wall carbon nanotubes.1%11

A GNR has two edges at the both sides. Finite size graphene can have
two symmetric edge structures which are known as armchair and zigzag
edges'? as shown in Figs. 1(a) and (b), respectively. In Fig. 1, GNR lies on
zy plane and the edge structure is along x direction with the finite width
in y direction. Unlike carbon nanotubes where all chiralities are found,
experiments show that armchair and zigzag edges of heat-treated GNRs
are stable and dominant. Because of a lack of translational symmetries in
the direction perpendicular to the edge, and because of the special symme-
tries that each of the two edges possesses, the electron and phonon states
exhibit unique behaviors which affect the physical properties of graphene
especially for small width graphene nanoribbons.*® For example, localized
electron states appear near the zigzag edge, and the zigzag edge states
form a flat energy band at the Fermi energy.t>'* Since the edge states are
partially occupied by 7 electrons, the magnetic properties of edge states
show ferromagnetic behavior because of the exchange interaction between
spins in the flat energy band structure.!® Another important fact about
the edge state is that the amplitude of the wavefunction has a large value
only on one of the two sub-lattices of graphene, that is, the one which
enhances the electron-phonon interaction®1” only near the zigzag edge.
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Thus possible superconductivity may appear at these edges.*®1° Igami et
al. discussed the possible phonon edge states of nano graphite-ribbons with
zigzag edges.?’ Similar edge phonon modes are observed in a single wall
carbon nanotube (SWNT) with finite length.?!

Thus characterization of the edge structure is an important topic in
the graphene physics. Although scanning tunneling microscope and spec-
troscopy (STM/STS) show a direct measurement of the edge structure and
states of graphene,??23 respectively, it is not easy to get a high technique
of (STM/STS) in high resolution of space and energy. Here we present cal-
culations for the Raman spectra for GNRs with armchair and zigzag edges,
which should be useful for characterization of the edge structure.

Raman spectroscopy of graphite, graphite intercalation compounds
(GICs),2425 and n-layer graphene (n-LG)?728 have been widely investi-
gated, which is useful for sample characterization and for understanding
their electronic structure. The Raman spectra of the G’ band as well as the
G’ band intensity for n-LG?® shows that the G’ band intensity relative to
that of the G band, which are both defect-free Raman spectra, depends on
the number of layers n which is consistent with theoretical calculations.?®

In the presence of edges, an elastic scattering of photo-excited carriers at
each edge is expected, which is the origin of defect-induced Raman spectra,
such as the D band (~ 1350cm~1), and the D’ band (~ 1620cm~1).30-32
In fact, when D-band intensity imaging of graphene is shown for a finite
size graphene sample, the D-band intensity is strong near the edges.®?
These defect-induced spectra are second-order, one-phonon Raman spectra
which consist of non-zero ¢ inelastic scattering and —gq elastic scattering
events, or vice versa. When two of the three intermediate states, includ-
ing the excited states produced by the electron-photon interaction, are real
states of graphene, the Raman intensity can be greatly enhanced when
two of the three energy denominators of the second-order Raman inten-
sity expression are nearly zero, which is known as double resonance Raman
spectroscopy.333* In an earlier calculation, we simply considered the elastic
scattering as a reflection of the photo-excited carrier in which the momen-
tum parallel (perpendicular) to the edge is conserved (changes its sign).3®
Here we do not consider the D and D’ bands but instead restrict ourselves
only to the zone-center phonon mode. Recent experiments and calculations
show that there are edge-phonon oriented Raman spectra for zone-centered
phonon features such as at 1450cm ™! and 1530cm ™! which are assigned to
edge phonon spectra for zigzag and armchair edges, respectively.3®
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Thus it is of interest for us to distinguish between the Raman spectra
of edge-phonon modes and the Raman spectra of zone-center phonon mode
of the graphene crystal by changing the polarization direction of the light
or by changing the edge structure, which is the main subject of this article.
In II, the calculation method is briefly given. Then in III, the calculated
Raman spectra of graphene edges are presented. In IV a discussion and
summary of the results are given.

2. Method

The calculation of the Raman spectra consists of two home-made computer
programs which calculate phonon eigenvectors and non-resonant Raman
spectra.

The phonon eigenvectors are calculated by a tight-binding force con-
stant model*! in which the force constant sets have been recently updated
up to the 14th nearest neighbors by fitting to inelastic X ray scattering
measurements.3’” For the most distant force constant at the 14th nearest
38,39 ig applied
to 2D graphene for obtaining zero frequencies of acoustic phonon mode at
T" point. For a graphene ribbon, since the long-distance neighbor atoms
are missing near the edge carbon atoms, we use the force constants up to
the existing atoms. It is confirmed that the calculated, lowest phonon fre-
quencies of GNRs are sufficiently close to Ocm ™! within the accuracy of the
calculation.

The Raman spectra calculated in this paper are based on the so-called
bond-polarization theory which gives the non-resonant Raman spectrum
intensity.1%4%41  Since the resonance condition is always satisfied in the
case of graphene for any laser excitation energies due to the continuous
joint density of states, the relative intensity of each phonon mode can be
discussed by a non-resonance Raman tensor.?

The scattering geometry of the light is specified by the symbols ilS's
(i, s=x,y, zand I, S = X, Y, Z) in which i and s (I and S) denote
propagating (polarization) directions of the incident and scattered light,
respectively.” Here we consider the following four backscattering geome-
tries, 2 XXz, 2XYZ, 2YYZ, and yZZy. The propagating direction of the

neighbor, we set it so as to satisfy the force constant sum rule

aHowever, we should consider the optical transition matrix elements along the GNR
direction if we calculate resonance Raman spectra.

bIn the bond polarization theory, we can not specify the propagating direction but we can
only specify the polarization direction. Because of the electromagnetic wave propagation,
¢ and I (or s and S) should be perpendicular to each other.
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incident and scattering light is selected as the z (y) direction for the X X,
XY, and YY (ZZ) polarizations. The polarization direction is rotated
along z (y) axis with keeping VV and VH geometry. Here VV (VH) con-
figuration means that incident and scattered polarization of the light is
parallel (perpendicular) to each other.

The ribbon width N is defined by the number of C-C lines parallel to
the ribbon direction and the corresponding numbers of carbon atoms in the
unit cell of armchair and zigzag GNRs are 2N for both cases as shown in
Fig. 1. Here, we consider only N = odd for armchair (zigzag) GNRs in
which the corresponding point group symmetry is Dy (Co,). We can also
consider the other possibility of N = even for armchair (zigzag) GNRs with
Cy (D2p,) symmetry.© Point group theory tells us that the Raman-active
modes belong to irreducible representations of Day: (A, 22,92, 22), (Big,
zy), (Bag, x2), and (Bay, yz) and Ca,: (A1, 22, y?, 22), (A2, 2y), (B,
xz), (B2, yz). In particular, for geometries 2 X Xz and 2YYZ, the A, (A1)
mode is Raman active, while for 2XY'z and 2Y X2, the B1, (A2) mode is
Raman active for Dap, (Cay).

3. Calculated Raman Spectra

In Fig. 2, the non-resonant Raman intensities of N = 9 armchair GNR
are plotted as a function of the polarization angle relative to a GNR direc-
tion where (a) and (b) the polarization direction of incident light is rotated
from X to Y axis, while (c) the polarization direction is rotated from X to
Z axis (See Fig. 1). Figures 2(a) and (c) are VV geometry while Fig. 2(b)
is VH geometry. RBLM, EDGE, LO and TO denote, respectively, the ra-
dial breathing-like phonon mode (RBLM) at 310cm~!, the edge phonon
modes (EDGE) at 1217cm™1, the longitudinal optical (LO) and in-plane
transverse optical (TO) phonon modes which appear 1580cm ™2, whose vi-
bration amplitudes are illustrated in Fig. 3. In Fig. 3, we also show the
overtone of RBML mode as RBLM3 which is also Raman active whose
frequency appears three times (900cm~1) as large as that for RBLM. It
is noted that the out-of-plane optical phonon mode is not a Raman-active
mode. The LO, RBLM (RBLM3), and edge modes belong to A, symmetry
while TO belongs to B4 (zy) symmetry, which are all Raman active.

“Further, in a special case of the zigzag case with N = half integer, a different type of
edge (the so-called the Klein edge) appears.'® The extension of the present calculation
to this case will be given in the near future.
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Fig. 2. The non-resonance Raman spectra of an N = 9 armchair GNR as a function
of the polarization angle of (a) from zXXZz to zYYZ, (b) from 2XYZ to 2Y Xz, (c)
from zXXZ to ZZz. The Raman intensity is in arbitrary unit. Solid lines denote LO
and TO phonons, while dashed and dotted lines denote, respectively, edge and RBML
phonons.*2
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Fig. 3. Phonon eigenvectors of an N = 19 armchair GNR for (a) RBLM, (b) RBLM3,
(c) EDGE (d) LO and (e) TO phonon modes.>8

The TO and LO modes are related to the Raman G band of sp? car-
bon materials whose vibrational amplitudes are perpendicular and parallel,
respectively, to the armchair edge, that is, along the one dimensional k
direction. As shown in Fig. 2(a), LO and EDGE Raman intensity is strong
for # = 0, that is, zX Xz while TO phonon modes have a maximum around
0=>50 degree. RBML has a maximum around #=90 degree (2YY2). Since
the ribbon width is vibrating in the RBLM mode, which is similar to the ra-
dial breathing mode of a single wall carbon nanotube,*? it is reasonable that
RBLM has a maximum Raman intensity for 2Y'Y Z in the VV configuration.
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Fig. 4. The non-resonance Raman spectra of an N = 9 zigzag GNR as a function of
the polarization angle of (a) from zX Xz to 2YYz, (b) from 2XYZz to 2Y Xz, (¢) from
2X Xz toxZZz. The Raman intensity is in arbitrary unit. Solid lines denote LO and TO
phonons, while dashed and dotted lines denote, respectively, edge and RBML phonons.*2

The RBLM frequency is inversely proportional to the ribbon-width.9 The
amplitude of the edge phonon mode has a significant value only near the
armchair edge and its vibrating direction is parallel to the edge. Because
of that, the edge mode has a larger intensity for the X X polarization ge-
ometry than for the Y'Y geometry. The TO phonon modes have a large
Raman intensity for the XY geometry since TO belongs to B14 as shown in
Fig. 2(b). Both LO and TO has a local maximum at 45 degree for Fig. 2(b).
In the case of Fig. 2(c) only LO and EDGE phonon mode can be seen and
their intensity decreases monotonically with increasing 6. This behavior is
similar to A symmetry phonon mode of carbon nanotubes.'143

In Fig. 4, the non-resonant Raman intensities for an N = 9 zigzag
GNR are plotted as a function of the polarization angle relative to a GNR
direction. The polarization geometries are the same as that for Fig. 2.
The vibrational directions of the RBLM (180cm™1), RBLM3 (530cm 1),
EDGE (1425cm™1), TO and LO (1590cm 1) phonon modes are illustrated
in Fig. 5. In the case of zigzag GNRs, the TO, RBLM (RBLM3) and EDGE
modes belong to A1 symmetry while the LO mode belongs to A, symmetry.
Thus the TO and EDGE phonon modes can be seen in the X X geometry
and RBLM mode has a maximum for YY" geometries as shown in Fig. 4(a).
The LO phonon mode has a maximum and local maximum for XY (YX)
geometries as shown in Fig. 4(b) which are symmetric to each other in the
present calculation. Both LO and TO has a local maximum at 45 degree for
VH configuration as shown in Fig. 4(b). When we rotate the polarization
around y axis from XX to ZZ, TO and EDGE phonon modes monotonically
decrease with increasing 6.

dIn the experimental situation, we should consider the interaction of the GNR with the
substrate which should be much larger than that for the RBM of a SWNT.
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Fig. 5. Phonon eigenvectors of an N = 11 zigzag GNR for (a) RBLM, (b) RBLM3,
(c) Edge, (d) TO and (d) LO phonon modes.?8

It is important to note that the vibrational direction of the edge states
for the zigzag GNR is perpendicular to the zigzag edge direction, while that
for the armchair GNR is parallel to the armchair edge. It is a reason why TO
and EDGE has a similar polarization angle dependence in the case of zigzag
GNR. The edge phonon frequency of the zigzag edge is around 1430cm 2,
which is consistent with previous calculations* and experiments.3® We
can find a small intensities (not shown here) for two intermediate frequency
spectra show higher RBLM modes with five, and seven nodes whose angular
dependence is similar to RBLM.

4. Discussion and Summary

Separation of the LO and TO modes by changing the polarization directions
is interesting. Especially when these mode measure the electro-chemical
doping by applying a gate electrode, by which the Fermi energy can be
controlled, and the LLO and TO phonon mode frequencies become soft due
to the Kohn anomaly effect.*>®® Such Raman measurements for GNRs
will be important for identifying LO and TO phonon modes.

In the Raman measurements for GNRs, we expect the D band intensity
to be significant for armchair GNRs but not for zigzag GNRs. The present
calculation can not include the D band Raman spectra since the D band
is not a zone center phonon mode, but is rather a zone boundary phonon
mode with inter-valley elastic scattering occurring at the edge.3334 As is



Raman Spectroscopy of Graphene Edges 99

discussed in the Introduction, inter-valley elastic scattering occurs only at
the armchair edge, while intra-valley elastic scattering occurs at the zigzag
edge.3%-%2 Raman imaging of the D band of graphite shows that the D-band
intensity is strong about 20nm away from the edge.®? Thus the D band
of armchair GNRs is strong relative to the G-band intensity, especially for
small width GNRs of around 20nm and smaller. The width dependence of
the D band is another point that should be addressed by future experiments.

In the previous first principles calculations,34* the C-C bond at the
armchair edge becomes a triple bond, because the dangling bonds of the
two carbon atoms at the edge make an additional m bond at the edges.
The corresponding vibration frequency then becomes 2010cm™! which is
similar to the frequency of polyene in SWNTs.5" In the present calculation,
however, the change of the force constants at the edge is not included and
thus the corresponding frequency appears at a much lower value. In the
experiment, the dangling bonds are terminated by H atoms and form sp?
covalent bonds. In this case, the frequency of the vibration is observed at
1530cm~1.3¢ Thus special care is needed in the case of a comparison with
experiment if we uses the current force constant sets for graphene ribbon
are used.

In summary, we have calculated the Raman intensity for an armchair
and zigzag GNR within non-resonance bond polarization theory. Depend-
ing on the polarization direction, LO, TO, RBLM, and EDGE Raman-
active phonon modes can be selected. Especially, the LO and TO modes
show an opposite polarization dependence for their intensities and for the
vibration direction for armchair and zigzag GNRs. The edge phonon vi-
bration direction is parallel and perpendicular to the edge for armchair and
zigzag GNRs, respectively. Such a behavior is therefore useful for deter-
mining the edge identification for these edges using Raman spectroscopy.
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This article is a review of our work related to Raman studies of sin-
gle layer and bilayer graphenes as a function Fermi level shift achieved
by electrochemically top gating a field effect transistor. Combining the
transport and in-situ Raman studies of the field effect devices, a quan-
titative understanding is obtained of the phonon renormalization due to
doping of graphene. Results are discussed in the light of time depen-
dent perturbation theory, with electron phonon coupling parameter as
an input from the density functional theory. It is seen that phonons
near I' and K points of the Brillouin zone are renormalized very dif-
ferently by doping. Further, I'-phonon renormalization is different in
bilayer graphene as compared to single layer, originating from their dif-
ferent electronic band structures near the zone boundary K-point. Thus
Raman spectroscopy is not only a powerful probe to characterize the
number of layers and their quality in a graphene sample, but also to
quantitatively evaluate electron phonon coupling required to understand
the performance of graphene devices.

Introduction

Graphene as we know today was conclusively identified by Novoselov et al.
in 200413 using micro-mechanical exfoliation of graphite and deposited
on Si/Si0, substrate. The reason why it took such a long time may be
that many people believed that a two dimensional graphene should not ex-

4

two dimensional system is thermodynamically unstable at finite temper-
ature because the root mean square thermal fluctuations of atomic posi-
tions are comparable to the inter-atomic distances. However, the discov-
ery of graphene does not violate the Mermin theorem because the finite

105

The theorem says that a pure
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size of graphene (~ 100 zm?) becomes intrinsically stable by gentle crum-
pling called ripples.® Before 2004, a few layer graphene were prepared by
chemical vapour deposition on metal surfaces® and studied mostly by elec-
tron energy loss spectroscopy.” Recently, single and few-layer graphene
have been grown® epitaxially thermal decomposition of SiC,®19 by chemi-
cal vapor deposition of hydrocarbons on Ni and Cu metal substrates,**1?
by , solution based approach from reduced graphitic oxide (RGO),*® arc
discharge method'# and heating of nanodiamonds.*® However, mechanical
exfoliation technique produces the best quality graphene having mobility
~ 10,000-200,000 cr112/V.sec.z's"r"m_18 Even higher mobilities have been
observed in single layer graphene suspended on a cavity, allowing the first
observation of fractional quantum hall effect.%-20

The most interesting feature of graphene is that upto ~ 1 eV, the elec-
tronic energy dispersion is conical as if two inverted cones (conduction
and valence bands) touch each other at a point called Dirac point.?! In
neutral graphene the Fermi energy is at the Dirac point. Upon doping,
electrons and holes move through the layer with a velocity vr ~ 10%m/s
and this velocity is energy independent as if the electrons and holes were
massless particles and antiparticles moving at constant velocity. The ef-
fective Hamiltonian for the m-electrons near the K-points is expressed by
the Dirac equation with zero mass: H = hvpo.k. Here @ is the 2d
pseudo spin Pauli matrix, taking into account the relative contributions of
two different sublattices A and B of graphene to the electronic states near
the K-point. Hence, many of the unusual properties” 22 can show up in
graphene compared to ordinary electrons such as Klein paradox?324
anomalous integer quantum hall effect.?3

It has been shown experimentally by Novoselov et al? that in sin-
gle layer graphene back gated field effect transistor, conductivity of the
graphene increases linearly with gate voltage (V) except very close to the

and

neutrality point (Dirac point (Vp)). It was seen that conductivity does not
disappear in the limit of vanishing carrier concentration (n) but instead ex-
hibits a minimum conductivity whose value varies from sample to sample.
Another observation is that near the Dirac point conductivity does not in-
crease sharply and indeed it remains constant for a range of gate voltages,
Vp = AVg. It is known that due to pseudospin conservation there are no
intra-valley and inter-valley back scattering.?® As a result, the current flow
in graphene is expected to be ballistic. Since the length of the samples in
most of the experiments are more than few microns (5-10pm), much larger
than than the ballistic transport length (~100nm) at room temperature,
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diffusive transport®16:2% is sufficient to explain most of the conductivity
results in graphene.

2. Vibrational Properties of Graphene

Single layer graphene has two atom basis (A and B) in the unit cell and
belongs to the Dgy, point group.?® The zero-wave vector (¢ = 0 or I phonon)
phonons in single layer graphene belong to the irreducible representations
as Foy, Bag, E1, and Aay, where Eb, and Ba, are the optical modes; Fyy,
and A, are the acoustic modes. In the first column of Fig. 1, we have
shown the eigenvectors of these six normal modes at ¢ = 0 for a single layer
graphene, where R and IR refer to Raman and infrared active modes.?® B>y
is the doubly degenerate (longitudinal optic LO and transverse optic TO)
with frequency 1582 cm™1.26 It can be seen from Fig. 1 that for optical
vibrations two neighboring atoms vibrate opposite to one another, resulting
in large bond distortions. The K phonon of single graphene belongs to Cg,
space group?®?” and the eigen vectors of TO branch at K point belongs
to the irreducible representation All—R7 as shown in Fig. 2, where two sub-
lattice atoms move circularly in opposite directions.?”

Bilayer graphene belongs to D3y point group,?® with four atoms (Ay, By
and Az, Bp) in the unit cell. Therefore, there will be total twelve (4 x 3)
branches (three acoustic and nine optical). The vibration of a bilayer
graphene can be obtained by combining the vibrations of two single layer
graphenes either in phase or out of phase. In the second and third columns
of Fig. 1 we have shown the eigen vectors of the twelve normal modes at
I’ point. The second (third) column shows the in phase (out of phase)
vibration. The I' point of bilayer graphene belongs to the irreducible
representations as Fag, Bag, E1, and Ay, as shown in Fig. 1. The Ej,
and Ei, are double degenerates (LO and TO). The E,,(LO/TO)-R (in
phase) modes have same energy (~ 1582 cm™1) as single layer graphene but
FE1,(LO/TO)-IR (out of phase) has slightly higher energy ~ 1589 cm™?.
The other E,4(LO/TO)-R is called shear mode (see Fig. 1) with frequency
~ 40 cm™t and Ay, (ZO)-IR of frequency ~ 868 cm™?.

Many recent calculations have discussed the important issue of electron-
phonon coupling (EPC) in graphene.?8-3® The degenerate Ep, phonon at I
point and TO phonon at K point (All) have strong electron-phonon inter-
actions, resulting in Kohn anomalies (KA) in the phonon-dispersion. Kohn
anomaly refers to the anomalous screening of phonons of particular wave
vector ¢ which can connect two points k; and k» on the Fermi surface of
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Fig. 1. (Left panel) Eigen vectors of six normal modes at I' point of single layer
graphene. Eigen vectors of six in phase (middle panel) and six out of phase (right

panel) normal modes at I' point of bilayer graphene. The R and IR correspond to the
Raman active and infrared active modes, respectively.

the metal such that k_é = k_i + @87 For graphene and metallic nanotubes,
the Kohn anomalies occur at ¢ =0 and ¢ = K.

3. Raman Spectra of Graphene

Raman spectroscopy has proved to be a powerful, non-invasive and non-
destructive ideal tool to characterise the sp? and sp® carbon materials like
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Fig. 2. The vibration of K point phonon. Two sub-lattice atoms move circularly in
opposite directions.

graphite, diamond, poly-aromatic compounds, fullerenes and carbon nan-
otubes.® Tt has been used uniquely to identify the number of graphene
layers. Raman fingerprints of single and bilayer graphene are different and
have been investigated by many groups.38*® The symmetry allowed Eag
mode at I'point, usually termed as G mode, appears at ~ 1583 cm ™. Other
Raman modes seen are at ~ 1350 cm~1(D mode), 1620 cm~1(D" mode),
2680 (2D or D* mode), 2950 (D+G), 3245(2D') and 4290 cm~1(2D+G).
The mode at ~ 1350 cm ™1, termed as D mode, is disorder activated mode
associated with the TO branch near the K point.

Raman signatures of number of layers in the sample are reflected not
in the G-band but in the line shape of the 2D band.38-40:4445 This occurs
because Raman scattering from phonons occurs via electronic states, giving
rise to double resonance Raman process.*®4” In Fig. 3 we have shown the
second order Raman process for the 2D band in single layer graphene. The
Raman tensor (R) can be written in the fourth order perturbation theory

as:46

_ MerMe_pnMe_prnMer
R =2 abe BB =) (BT — 1) (B —hagn P B =7y ()

Here M’s are the matrix elements. It can be seen from Fig. 3(a) that
there are four steps involved in the second order Raman process. (1) elec-
tron - radiation interaction with matrix element M,,, (2) electron-phonon
interaction (M,_,;,) making a phonon assisted inter valley (K — K') tran-
sition, (3) electron-phonon interaction (M._,;) making a phonon assisted
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Fig. 3. (a) Second order Raman process for 2D mode. There are three intermediate (a,
b and c) states. a and b are real states and the process is called double resonance process.
Two phonons emit in opposite directions to conserve the momentum. (b) Second order
Raman process for D mode, which is a defect mediated process.

inter valley (K — K ) transition to take care of the momentum conser-
vation, and (4) electron-radiation interaction. Thus, we can probe finite
q phonon in the second order Raman process, where momentum conser-
vation is obtained by creating two phonons with opposing wave vectors.
Note that the intermediate states (a,b) are real and intermediate state (c)
is virtual such that two of the energy denominator in Eq. (1) goes to zero.
This is called double resonance process and as a result the momentum of
the phonon wave vector, ¢ depends on laser excitation energy (E7,) and the
linear dispersion of phonon near K point. This 2D Raman band is highly
dispersive with incident photon energy, ~100 cm~*/eV.#¢ The 2D band in
bilayer graphene splits into four bands arising due to different phonon as-
sisted intervalley transitions shown in Fig. 4.8 Please note that the third
step of Fig. 3(a) can be defect mediated, as shown in Fig. 3(b), such that
electron scatters from b to c elasticaly by a defect to conserve the momen-
tum in the second order Raman process. This is known as D mode. Its
frequency also depends on the incident laser energy (~50 cm~1/eV), 4647
almost half of dispersion of the 2D mode, due to double resonance Raman
process. It can be seen that one can observe 2D band in Raman spectra,
even though there is no D band because defect is not required for the ob-
servation of the 2D band. In bilayer graphene the position of the G mode
remain the same as single layer graphene.

So far we have discussed intervalley transitions but there could be in-
travalley transitions similar to 2D and D modes, as shown in Fig. 5. These
are called 2D" and D', respectively, where D' is the defect mediated process
and the LO phonon near I’ point is involved for these Raman modes.®
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(a)

Fig. 4. Origin of four peaks in 2D band of a bilayer graphene. The processes (a) and
(d) originate phonon with maximum and minimum momentum (q), respectively. The
processes (b) and (c) have intermediate momentum. Therefore, (a) gives highest energy
phonon and (d) gives lowest energy phonon among the four peaks of 2D band.

Fig. 5. Second order Raman process for intra-valley scattering of (a) 2D’ mode and (b)

D’ mode.



112 A. Das, B. Chakraborty and A. K. Sood

4. Tuning the Fermi Energy by Field Effect Gating

The conventional way to shift the Fermi energy of a system is back gating.
In Fig. 6 we have shown the schematic of a back gated field effect transistor
using 300nm SiOz as a dielectric material. In this geometry a gate poten-
tial (Vpg) is applied between the sample graphene and the gate electrode
(highly doped Si). Therefore, it act like a capacitor and amount of induced
charges in the sample depends on the capacitance of the system, given by
Cc = §, where € is the dielectric constant of SiOp. For a 300nm thick SiO»
the Cg ~ 12 nF/cm?.

+++ + + + +
Si

Fig. 6. Schematic of a SiO2 back gating.

An applied gate voltage (Vi) creates (i) electrostatic potential drop
between the sample and the gate electrode and (ii) shift of the Fermi level
of the sample. The first one depends on the geometrical gate capacitance
(Cq) of the system and second one depends on the quantum capacitance
(Cq) of the sample. Now, for graphene Cg ~ 1uF/em? which is much
larger compared to Cg. As a result maximum voltage drop occurs across
the SiO, and thus, the conversion factor from Vg to Ef is very low ~ 0.003.
For example by applying Vg = 100V one can shift the Fermi energy by
300 meV in graphene. At higher gate voltages (> 100V) the dielectric
of SiO7 will break down. Therefore, the conversion factor and maximum
Fermi level shift are limited by the Cs. One of the solutions to overcome
this problems is to either reduce the thickness of the SiO, which needs
sophisticated techniques like atomic layer deposition (ALD) etc or to use
high dielectric insulator like HfO».

There is another way to increase the Cg by using the electrolyte gat-
ing.*®52 Here we use solid polymer electrolyte gating, where polymer acts
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Fig. 7. (a) Schematic of an electrolyte gating in a top gated geometry when Vg = OV.
The ‘+’ and ‘-’ correspond to the Li* and ClO} ions. (b) After applying a +Ve voltage
to the gate electrode.

as a dielectric material and Li* and ClO, act as electrolyte. We have
used solid polymer rather than electrolyte solution (like LiClO4 in water)
because solid polymer is less reactive with the sample as well as with the
gate electrodes and hence higher Vi can be applied.

In Fig. 7 we have shown the schematic of a top electrolyte gating where
immersed platinum act as a gate electrode. When Vpg = 0V there is a
uniform concentration of Li* and ClOj, as shown in Fig. 7(a). Now +Ve
(-Ve) voltage to the platinum gate electrode brings the Li* (ClO, ) ions
closer to the sample and make up the Debye layer, as shown in Fig. 7(b).
Debye layer is a diffuse layer of ions, which means there is a concentration
gradient of Li* (when V¢ is positive) from the surface of the sample to the
bulk such that it screens the electric field inside the Debye layer. Therefore,
the applied V¢ drops across only the Debye layer and not inside the whole
medium. As a result gating does not depend on the separation between the
platinum electrode and sample. However, when the separation is larger the
ions take more time to develop the Debye layer after applying Vg, thereby
decreasing the frequency response.

4.1. Single layer top gating

The application of a gate voltage (Vr¢) results in creating an electrostatic
potential difference ¢ between the graphene and the gate electrode as well
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as Fermi level Ep shift, thereby

Vm=%+¢ @)

where ¢ and Ep /e are determined by the geometrical capacitance Cr¢ and
the quantum capacitance (Cq) of graphene, respectively. The two capaci-
tors are in series, as shown in Fig. 8(a). In Fig. 8(b) we have shown schemat-
ically the electrostatic voltage drops in our experiment. The geometrical

capacitance is Crg = z-%, where € is the dielectric constant of the PEO
matrix and dr¢g is the Debye length is given by drg = (20e2/eeokBT)*1/2
for a monovalent electrolyte where c is the concentration of the electrolyte,
e is the electric charge, kpT is the thermal energy. For polymer electrolyte
gating the thickness of Debye layer is reported to be a few nanometers
(1 ~ 5 nm)* and the dielectric constant (¢) of PEO is 5.53 Assuming a
Debye length of 2 nm, we get a gate capacitance Crg = 2.2 x 107¢ F
cm™?, much higher than back gate capacitance. Therefore, the first term
in Eq. (2) cannot be neglected. The Fermi energy in graphene changes as
Er(n) = h|vg|y/mn, where [vp| = 1.1 x 10%m/s%2 is the Fermi velocity,
hence:

hlvp|/mn ne
Vrg = | F|e + Crc (3)

Using the values of Crg and vp,
Vrg(volts) = 1.16 x 1077\/n 4+ 0.723 x 10~ 13p, (4)

where n is in units of cm~2. Equation (4) allows us to estimate the doping
concentration at each top gate voltage (Vr¢a), as shown in Fig. 8(c). The
inset in Fig. 8(c) shows that in the same voltage range the doping concen-
tration obtained in 300 nm SiO» back gating is two orders of magnitude
smaller compared to the present top gating. Recently, we have measured
Cr¢ using back and top gate geometries and the value is 1.5uF /cm?.54

We now consider the evolution of the Raman spectra. Figures 9(a)
to 9(d) show the spectra recorded during the top gate experiment.
Figure 9(a) is the PEO Raman spectrum. This has three prominent peaks
at ~ 1282 cm™! (P1), 1476 cm~?! (P2) and 2890 cm~! (P3), which corre-
spond to twisting, bending and stretching modes of the CH, bonds in the
polymer.>® Luckily they do not overlap the main features of graphene (see
Figs. 9(b),(c),(d)). Furthermore these PEO Raman lines do not change
with gating.
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Fig. 8. (a) Geometrical capacitance and quantum capacitance are in series with V. (b)
Vg is the voltage applied between the gate and source. @ is the electrostatic potential
drop and Ep is the Fermi energy shift. (¢) Doping as a function of Vpg.
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Fig. 9. (a) Raman spectra of PEO+LiClO4 mixture. (b) Raman spectra of graphene
before pouring the polymer electrolyte. (c) Raman spectra at Vyrg = 0.0 V and (d)
Vra=Vp=0.6V. P1, P2 and P3 are the polymer peaks.?0:5%
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Fig. 10. Raman spectra at several Vrg. The dots are the experimental data. Black
lines are fitted Lorentzians. The red line corresponds to the Dirac point.5°

Figure 10 plots the Raman spectra in the G and 2D region at several
top gate voltages. The peak positions and line-widths of G and 2D are
plotted in Fig. 11 as a function of carrier concentration. The minimum
Pos(G) (~ 1583.1 cm™1) is at Vog = Vp ~ 0.6 V. Pos(G) increases for
positive (Vrg - Vp) and negative (Vprg - Vp), i.e. for both electron and
hole doping, by up to 30 cm~? for hole doping and 25 cm™? for electron
doping (see Fig. 11(a)). The decrease in FWHM(G) (see Fig. 11(b)) for
both hole and electron doping is similar to earlier results,>®®” even though
extended to a much wider doping range. Most interestingly, the 2D peak
shows a very different dependence on gate voltages when compared to the
G mode. For electron doping, Pos(2D) does not change much (< 1 cm™1)
until gate voltage of ~ 3V. At higher gate voltages, there is a significant
softening by ~ 20 cm™! and for hole doping, Pos(2D) increases by
~ 20 em™? (see Fig. 11(c)). The FWHM (2D) remains constant from -1V
to 3V and increases only at higher electron and hole doping (see Fig. 11(d)).
In Fig. 11 we have plotted the Pos (G), FWHM (G), Pos (2D) and FWHM
(2D) as a function of doping using Eq. (4). It can be seen from the Fig. 11
that the G peak position and the 2D peak position are very sensitive to
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Fig. 11. (a) Pos(G), (b) FWHM(G), (c)Pos(2D and (d) FWHM(2D) as a function of
electron and hole doping. The solid lines are the theoretical predictions.??

the doping concentration and thus, the Raman spectroscopy is a noninva-
sive tool to determine the doping amount in graphene. The solid lines in
Fig. 11 are the theoretical predication and will be discussed later.

4.2. Bilayer top gating

Experiments were done on a graphene bilayer which also had a single layer
attached to it.>! The G peak positions of SLG (circle) and BLG (square)
are plotted in Fig. 12 as a function of Vpg. Please note that there is a
change in slope for BLG at 2.5V, whereas it is absent in SLG.

4.2.1. Conversion of Vyg into Erp

To get a quantitative understanding, it is necessary to convert Vp¢ into a
Ep shift. In Fig. 13(b) we have shown schematically the electrostatic volt-
age drops in our top gated experiment containing both the single and bilayer
graphene. For a top gate experiment V¢ is applied between the gate and
source. ®5LC is the electrostatic voltage drop between the Debye layer and
single layer graphene. Similarly, the ®5L¢ is the voltage drop between the
Debye layer and the bilayer graphene. In addition, there will be another
voltage drop (6V') between the two layers of carbon sheets due to external
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Fig. 12. Peak position of G mode of SLG (circle) and BLG (square) as a function of
Vra.

electric field created by the gate electrode. Here, we assume equal charge
density in the both the layers which means that there is no screening and
hence the total electrostatic voltage drop in a bilayer graphene is @?LG =
®BLG 1 5V 51 This 6V opens a band gap between the conduction band and
valence band in a bilayer graphene. Now, in equilibrium both the single and
bilayer graphene will have same chemical potential and therefore, eVyrg =
e®SLC  EILC = @BLC 4 EBLC where EZEC and EBLC are Fermi energy
shift in single and bilayer graphene, respectively. In our calculation we ne-
glect the term §V as the value of JV is less compared to EBLC as well as
much less compared to 529, Thus:

eVTG — B(DSLG -I—EELG ~ (bBLG +E§LG. (5)

ne

Now, the electrostatic potential ¢ = Tl where n is the carrier con-

centration which can be calculated using the relation n = foe " D(e)de. For

SLG, nSLG — ,uE%, where u = f{;?;é = m’ gs=g,=2 are spin and

valley degeneracies and v is the Fermi velocity. Therefore for SLG:

eVrg =vE2 4+ Ep (6)
Similarly, for BLG:58-60
nPrC = umEr + E), Er <m (7)
= QME%V EF > 71
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Fig. 13. (a) Geometrical capacitance and quantum capacitance are in series with Vg.
(b) V¢ is the voltage applied between the gate and the source. The ® is the electrostatic
potential drop and Eg is the Fermi energy shift. The §V is the voltage drop between the
layers of the bilayer graphene. (c) Fermi energy shift as a function of Vpg. The dashed
and solid lines for single and bilayer graphene.?!
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Fig. 14. Pos(G) for (a) SLG; (c¢) BLG as a function of Fermi energy. FWHM(G) of (b)

SLG; (d) BLG as a function of Fermi energy. Solid lines are theoretical predictions.?!
and hence for BLG:
eVre =vE%2 4+ (1+vn)Er, Er <m (8)

:2VE12;|—|—EF, EFr>m

where v = #(zhw)? Using Eqs. (6) and (8) we have plotted the Fermi
energy shift for SLG and BLG as a function of gate voltage in Fig. 13(c).
Figure 14 plots the resulting Pos(G), FWHM(G) as a function of Ep. In
SLG, Pos(G) does not increase up to Ep ~0.1eV (~ fiwg/2), where wp is the
frequency of the E», phonon in the undoped case and then increases with
Er. Figures 14(b),(d) indicate that in SLG and BLG, FWHM(G) decreases
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for both electron and hole doping. However, the FWHM increases at higher
doping level for both SLG and BLG. Figure 14(c) plots Pos(G) of BLG.
We note that (i) Pos(G) does not increase until Ep ~0.1eV (~ hwo/2).
(ii) Between 0.1 and 0.4eV, the BLG slope R:%gf) is smaller than the
SLG one. (iii) A kink is observed in Fig. 14(c) at Ep ~0.4eV. (iv) Beyond
Er >0.4eV the slope is larger than in SLG. (v) The kink position does not
significantly depend on 1 used to convert Vrg in Ep (e.g. a ~ 66% change
in 71 modifies Er by ~ 6%).

Prof. Rao et al. group®:®? has extensively studied the effect of doping
by molecular charge transfer from electron-donor molecules such as tetrathi-
afulvalene (TTF) and electron acceptor molecules such as tetracyanoethy-
lene (TCNE). Here, unlike electrochemical gate doping, the G band shifts
shifts to lower frequency with TTF and to higher frequency with TCNE.
However, the effects of doping achieved by substitution with boron (hole
)63

doping) and nitrogen (electron doping)®® are similar to the electrochemical

doping.

4.3. Theoretical calculations

G mode

In doped graphene, the shift of the Fermi energy induced by doping gives
two major effects: (i) a change of the equilibrium lattice parameter with a
consequent stiffening /softening of the phonons, and (ii) the onset of effects
beyond the Adiabatic Born-Oppenheimer approximation that modify the
phonon dispersion close to the Kohn anomalies.3® The excess (defect)
charge results in an expansion (contraction) of the crystal lattice. This was
extensively investigated in order to understand graphite intercalation com-
pounds.®* Dynamic effects beyond the Born-Oppenheimer approximation
play a fundamental role in the description of the KA in single wall carbon
nanotubes and in graphene.?%-31,56

The main contribution comes from the non-adiabatic or “dynamic”
effects due to electron-phonon coupling, denoted by APos(G)%"™. The
physics behind the “dynamic” effect is basically how the carriers screen
the phonon vibrations. The carrier screening can be expressed in terms
of phonon decay into interband real (solid) and virtual (dashed) electron-
hole excitations, as shown in Fig. 15. Now, as the Fermi energy enters in
the conduction or valence band, some of the electron-hole excitations will
be blocked because of Pauli exclusion principle, as shown schematically in
Figs. 15(b),(c), which will reduce the screening of phonons by the carriers,
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Fig. 15. (a). Phonon decay into real (solid) and virtual (dashed) electron-hole excita-
tions. The gap between the vertical arrows corresponds to the phonon energy hwg. (b)
Electron doped: (Erp > hwg/2) no real transitions, only virtual transitions. (c) Hole
doped: (Ep < hwg/2) again only virtual transitions.

resulting in upshift of the phonon frequency with respect to the undoped
case. This effect will be symmetric for both the electron and hole doping.
APos(G)™™ is calculated from the phonon self energy I1.30:5165.66

hAPos(G)%" = Re[ll(Er) — II(Er = 0)]. (9)

The electron-phonon coupling (EPC) contribution to FWHM(G) is given
by:

FWHM(G)?P = 2Im[[1(E)) (10)

The self energy corrections are calculated using the time dependent pertur-
bation (TDPT) theory and can be written for phonon with wave vector ¢
as:

W(EBr) = 3 [Wigf? L= Sl (1)

ke €sk — €57k’ + fwg + @6

where Wiq is the strength of the electron-phonon interaction, f(e) =
1/[exp( EF) + 1] is the Fermi-Dirac distribution, k' = k 4+ q and ¢ is

broademng factor accounting for charge inhomogeneity. Thus, the self
energy for the ¢ = 0 phonon (F,,) mode at IT' in SLG is:30:66

H(EF) _ 0//0 dekz(bss esk f(es/k) (12)

- €sk — €s'k + hwo + 90

Here ¢, is weightage of the electron-phonon coupling (EPC) for transitions
between conduction and valence bands in a bilayer graphene and s= +1 and
s= -1 are band indices for the conduction and valence bands respectively.
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Equation (12) can be rewritten as:

= fle) = f(=¢)

M(Ep) = o
(Br) =« oo 26+ hwg + 80

|e|de, (13)
%m, Aye = 5.24 A? is the graphene unit-cell area,
M 1is the carbon atom mass and EPC(T") is the electron-phonon coupling
constant. f(e) = 1/[exp(6,;BEf) + 1] is the Fermi-Dirac distribution and §
is a broadening factor accounting for charge inhomogeneity. By converting
Er into electron density n (Er = h|vp|+/7n) we can plot APos(G)W" as
a function of n.

where o/ =

Lattice relaxation effect

The non-adiabatic effect alone does not explain the electron-hole asym-
metry seen in Fig. 11(a). To explain this we need to consider the effect of
doping on the phonons due to the doping induced change of the equilibrium
lattice parameter, termed as APos(G)* and has been calculated using the

relation: 30

APos(G)® = —2.13n — 0.0360n% — 0.00329n° — 0.226 |n| /2 (14)

where n, in units of 1013cm ™2, is positive and negative for electron and hole
doping, respectively.

Comparison between the experiment and theory (Single layer)

The theoretical trend (solid line) in Fig. 11(a) is generated from
APos(G)™™ + APos(G)*t at T = 300K using the value of parameter
o = 4.4 %1072 and § = 0.1eV, where o’ is obtained from the density
functional theoretical (DFT) values of EPC(I') = 45.6 (eV)?/ A? and 6
is obtained by fitting the experimental FWHM using Eq. (10), as shown
in Fig. 11(b). The quantitative agreement between the experiment and
theory (Fig. 11(a)) is poor for large doping, and requires to reconsider
the non-adiabatic calculations of Ref. [30] incorporating electron-electron
interactions.

Line-width

As mentioned in the previous section, the FWHM (solid line) in Fig. 11(b)
is plotted using the Eq. (10) to get the best fit with the experimental
data (open squares). The reduction of line-width at higher doping can be
understood from how the phonon decays into real electron-hole excitations
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which conserve the energy and the momentum and this is possible if |Er| <
hwea /2. Now, at higher doping |Er| > hwa/2, to satisfy the Pauli principle
the real transitions are blocked, as a result life time increases or in other
words line-width decreases.

2D mode

The depencence of 2D peak position as a function of doping is very different
from the G peak. As mentioned earlier 2D-peak originates from a second
order, double resonant (DR) Raman scattering mechanism.3846:68 In this
process, the incoming laser radiation creates an electron-hole pair close to
the Fermi point kp = K. The photo-excited electron is then scattered
towards the second inequivalent Fermi point kp = K’ by a phonon of
energy hw, and wavevector q. A scattering event with a second phonon, of
the same energy but opposite momentum, brings the electron back to its
original position in reciprocal space. The recombination of the electron-hole
pair finally results in the emission of a photon, whose energy is decreased
by 2wq with respect to the incoming laser radiation. The order of these
four events is not fixed, and all their combinations are possible and have to
be taken into account.58

The position of the 2D-peak is calculated such that the the second-order,
double resonant scattering cross section is maximized. The trigonal warping
of the m — 7* bands and the angular dependence of the electron-phonon
coupling (EPC) matrix elements,3 results in phonons oriented along the
I'KM direction and with q > K giving a non-negligible contribution to
the 2D-peak. The exact value of ¢ is determined by the constraint that the
energy of the incoming photons fwy, has to exactly match a real electronic
transition: hwy = e(n*,q') — €(m,q'), where €(n,k) is the energy of an
electron of band index n and wave vector k, and q’ is measured from K
and is in the ’KM direction. Recall, ¢ = 2¢’+K. The D mode is associated
with the phonon near K-point on the TO branch. For laser energy of 2.41eV,
the magnitude of wave vector q is 0.844 in i_: units, ag being the lattice
parameter of graphene.

For the 2D peak measured at 514nm the influence of dynamic effects is
expected to be negligible, since the phonons giving rise to the 2D-peak are
far away from the Kohn anomaly at K. Therefore, the dynamic corrections
for 2D mode are small and hence the 2D-peak position as a function of dop-
ing is calculated from the lattice relaxation effect within a DFT framework
and has been given in Ref. [50]. The comparison between the theoretical
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and the experimental position of the 2D peak is shown in Fig. 11(c) by
a solid line. Indeed, as experimentally determined, the position of the 2D
peak is predicted to decrease for an increasing electron concentration in the
system. This allows to use the 2D peak to discriminate between electron
and hole doping. The FWHM(2D) (Fig. 11(d)) increases at higher doping
and this is not related to disorder as we do not see any appearance of the
D mode (defect mode) in the Raman spectra even at higher doping level.
We have not yet understood this result.

Intensity ratio

Figure 16(a) shows how the G mode and 2D mode Raman intensities in
single layer graphene change with doping. For this we have normalized
the Raman spectra with respect to the polymer peak at ~ 2890 cm™?! to
exclude any external effects like power change or defocusing etc. The G peak
increases with doping and then decreases at higher doping level. However,
2D peak decreases sharply with doping. Figure 16(b) plots the variation
of 2D and G intensity ratio (I(2D)/I(G)) as a function of doping. It shows
a strong dependence on doping. Hence the 2D/G intensity ratio is an
important parameter to estimate the doping concentration. Figures 16(b)
and 11(a) also show that the I(2D)/I(G) ratio and G peak position should
not be used to estimate the number of graphene layers.
Now, for BLG:58

oo
WERPE =o' [ 2hdkY Y 6"
0

55 5,77
o W esin) = flesrym)llesip — €sjrn]
(€sjk — €s7jri)? — (hwo + 16)2

(15)

where s,s’ are the band indices and j,j’ are the subband indices. It can
be seen from Eq. (15) that for BLG both interband and intraband tran-
sitions contribute. The qﬁ;j, is weightage of the electron-phonon coupling
(EPC) for transitions between different subbands in a bilayer graphene.
The ‘+’ sign is for the symmetric mode which is Raman active G mode.
The values of gb;.rj, are given in Ref. [58] and can be expressed as:

o (vk)?
$11 = 22 = 0~5(71/2)2 FoYsE: (16)
$12 = ¢21 = 0.5 (01/2)°

(71/2)% + (7k)?
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Fig. 16. (a) Intensity of G and 2D as a a function of doping. (b) I(2D)/I(G) as a
function of hole and electron doping.5°

Equation (15) can be decoupled for different transitions and shown picto-
rially in Figs. 17(a),(b), where the blue lines and red lines correspond to
interband and intraband transitions, respectively. The contribution of in-
terband and intraband transitions to the Eq. (15) are plotted separately
in Fig. 17(c) as a function of Fermi energy shift at T=4K and §=0.001eV.
The dashed line, dotted line and solid line in Fig. 17(c) correspond to the
interband, intraband and total (interband plus intraband) contribution, re-
spectively. We see a change of slope at ~ 0.4 eV, which is the signature of
the second subband filling. It is clear from Fig. 17(c) that the sharp change
of slope at ~ 0.4 eV becomes pronounced due to intraband contribution.
Note that the slope of APos(G)%™ just above Er =~ is double than that
just below ~1.

Figure 18 shows the theoretical results for the change in peak posi-
tions of G mode and FWHM for both SLG and BLG at different tem-
peratures (T) and broadening factors () using the value of parameter
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Fig. 17. (a) Phonon decay into real (solid circle) and virtual (dotted circle) electron-
hole excitations. The gap between the vertical arrows corresponds to the phonon energy.
(b) Different transitions. Blue lines and red lines for interband (T1, T2, T3 and T4)
and intraband (Ts and Tg) transitions, respectively. (c) Frequency shift of G peak as
a function of Fermi energy. Dashed line and dotted line correspond to interband and
intraband transition, respectively. Black line is the total contribution.
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Fig. 18. (a) Pos(G) for (a) SLG; (c) BLG as a function of Fermi energy. FWHM(G)
of (b) SLG; (d) BLG as a function of Fermi energy at different temperatures (T) and
broadening factors §.

o' = 4.4 x 1073, where the value of o' is obtained from the density func-
tional theoretical values of EPC(T) = 45.6 (eV)?/ A? and vy = 0.84x10°
m/sec?9:%6).
Er = hwg /2 are only visible at low temperatures but at room temperature
with cleaner sample (§ ~ 0) it will be of the order of ~ —lecm™1. Therefore,

It can seen from Fig. 18 that the logarithmic divergences at

at room temperature the frequency position remains constant upto 0.1eV
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and then increases linearly with Ex. For BLG there is a change of slope at
Er ~ 0.4 €V, as seen in Fig. 18(c).

The FWHM of SLG and BLG decreases with Ep, as shown in
Figs. 18(b),(d). Only the real transitions contribute to the life time of
phonon. Therefore, with Fermi energy shift (Ep>hwg/2) there will be
blockage of interband real transitions due to Pauli exclusion principle and
as a result FWHM will decrease. Note that there is a kink in FWHM at
Ep ~ 0.4 eV for BLG with §=0.1eV, as seen in Fig. 18(d). This is due
to the blockage of real intraband transitions. However, there are no real
intraband transitions in BLG for §=0.

4.3.1. Comparison between the experiment and theory
(Bilayer)

To compare calculations with the experimental data, we need to know exact
value of ¢ in our sample. The parameter § is obtained by fitting the ex-
perimental FWHM(G) to FWHM(G)= FWHM(G)#P¢ 4+ FWHM(G)?, with
FWHM(G)? a constant accounting for non-EPC effects (e.g. resolution and
anharmonicity). From Fig. 14(b) and Fig. 14(d) we determine ¢ = 0.13eV
for SLG and § = 0.03eV for BLG. We get FWHM(G)? = 4.3cm™?! and
5.1cm~! for SLG and BLG, respectively. These § values are then used to
compute Pos(G). Note that the relation between n and Ep implies that
same amount of charge inhomogeneity causes different Er broadening in
SLG and BLG (e.g. dn~10*cm=? would give § = 0.13eV and 0.03eV in
SLG and BLG,respectively).

The solid lines in Fig. 14 are the theoretical Pos(G) and FWHM(G)
trends at 300K. The FWHM(G) of SLG and BLG increases at higher dop-
ing, similar to the FWHM(2D) of SLG. The kink at ~ 0.4 eV in BLG is
the most striking difference between SLG and BLG. It is the signature of
the second subband filling in BLG.

4.3.2. Physical interpretation

A shift of Er changes f(e) in Eq. (15) thereby modifying the type and
number of transitions contributing to II. A positive contribution to II
arises when |es ;r — €y j7.5| < hwp, i.e. a subset of those between (s =
—1;7 = 1) and (s = 1;j = 1) (interband transitions, solid blue lines in
Fig. 19). On the other hand interband transitions with |es j x —€s jo x| > hwo
(solid red lines in Fig. 19) and all intraband (between (s = £1;5 = 1) and
(s = £1,j = 2), dashed red lines in Fig. 19) contribute to II as negative
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Fig. 19. Phonon renormalization for BLG: (I) Er < hwo, (II) hwg < Ep < ~1, (III)
Er > 1. Blue and red arrows correspond respectively to positive and negative contri-
butions to II. Solid and dashed arrows correspond to interband and intraband processes
respectively.

terms. Let see what happen to Il with Fermi energy shift. We discuss three
different cases: (I), |Er| < fiwo, (II) hwo < |EF| < m1, and (III) |ER| > 71.
Taking Er > 0 (the same applies for Er < 0). Case (I), |Ep| < hwg: the
positive contributions from interband transitions are suppressed, whereas
new negative intraband transitions are created, resulting in strong phonon
softening. Experimentally it has been observed at low temperatures in
Ref. [69]. At T=300K, these effects are blurred by the broadening of the
Fermi function, resulting in an almost doping independent phonon energy.
Case (II), lwp < |EFR| < 71: the shift of Er decreases negative interband
contributions and creates new negative intraband transitions.

Taking into account their number and relative weight (given by
i /(€s,j 6 — €s,57.k)), it has been shown that interband transitions out-
weight intraband ones, leading to in phonon hardening. Case (III), |Er| >
~v1: this is similar to (II), with a significant difference that the second
subband filling suppresses negative intraband transitions at k~K, thereby
leading to the phonon hardening. Therefore, the kink in Fig. 14 is a direct
measurement of the interlayer coupling strength.

Bilayer graphene exhibits an inversion symmetry. As shown in Fig. 1,
the in plane lattice vibrations (G phonon) are classified into symmetric
(with displacement of two layers oscillating in-phase) and antisymmetric
(with displacement of two layers oscillating out-of-phase). The symmetric
mode is Raman active and the antisymmetric mode is IR active. Under
inversion operation through the inversion center of the bilayer structure, the
in- phase motion is invariant while the out-of-phase motion changes sign. In
an unperturbed bilayer graphene the in-phase phonon and the out-of-phase
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Fig. 20. G mode spectra of top gated bilayer graphene for different top gate voltages.
Lines are Lorentzian fit to the experimental data denoted by squares. The dotted line
shows the evolution of the lower mode. Note, that that the Dirac point voltage is
subtracted from applied voltages.”

phonon are the eigenstates of the bilayer.”t7?2 However, as the bilayer is
doped either with electrons or with holes, owing to the existence of an inter-
layer electric field, the inversion symmetry is broken, mixing the symmetric
and the antisymmetric modes. The breaking of this inversion symmetry
is manifested in the splitting of Raman G mode, with energy and spectral
weight evolving as the doping increases.”>"® Figure 20 shows the bilayer
G band splitting as a function of top gate voltage in our experiments.”®
The resulting phonon eigenstates can be viewed as a superposition of both
the in-phase and out-of-phase displacements and both the modes become
Raman active. Near the charge neutral point, Raman G peak is a single
line peak which is attributed to the in-phase motion of the two layers.
As the doping increases, the separation between the two bands widens,
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one decreasing in energy (lower mode) while the other mode increasing in
energy (higher mode) and the intensity is determined by the content of
symmetric component in each mode. This results are being understood in
the light of recent calculations of bilayer phonons.”%7?

5. Conclusions

Raman spectroscopy is a powerful probe to look into vibrational signatures
of undoped and doped graphene layers. Owing to the high electron-phonon
coupling strength in graphene, Kohn anomalies occur in graphene’s phonon
dispersion at the I' and K point phonons. The doping reduces the screen-
ing of the and the G phonon’s energy increases for both electron and hole
doping. The FWHM of G mode decreases on doping because of the block-
age of the decay channels of phonons into electronhole pairs due to the
Pauli exclusion principle. The frequency of Raman G mode can be used
to estimate the carrier concentration whereas the 2D peak position de-
termine the sign of induced carriers. Additionally, Raman spectroscopy
can be used to probe breaking of inversion symmetry in bilayer graphene
where G peak splits for moderate doping concentration due to mixing of
symmetric and antisymmetric modes. The agreement of time dependent
perturbation calculations for the phonon frequencies with the experimental
results for single and bilayer graphene as a function of doping is rather
modest at high concentrations. This brings out a need to look into the
theory of phonon renormalization further, incorporating electron-electron
correlations and other possible effects.

In near future, it will be interesting to study doping dependence
of Raman phonons in graphene nanoribbons, functionalized graphenes,
graphanes®® and graphenes prepared by heating of SiC, chemical vapour
deposition on metal surfaces and chemical methods. The study of hot
phonons’® at large drain-source bias voltage will also be important from
the point of view of graphene devices.
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A Dbrief review is given on long-wavelength acoustic phonons, long-
wavelength optical phonons, and zone-boundary phonons in graphene
and carbon nanotubes together with effects of their interaction with
electrons from a theoretical point of view.

1. Introduction

Monolayer graphene was fabricated using the so-called scotch-tape tech-
nique' and the magnetotransport was measured including the integer quan-
tum Hall effect.?3 Since then the graphene became the subject of ex-
tensive theoretical and experimental study.*® The carbon nanotube is
graphene rolled into a cylindrical form, discovered and synthesized ear-
lier than graphene.® The purpose of this paper is to give a brief review on
phonons and effects of electron-phonon interaction in graphene and nano-
tubes.

2. Monolayer Graphene and Nanotube

In a monolayer graphene the conduction and valence bands consisting of
7 orbitals cross at K and K’ points of the Brillouin zone, where the Fermi
level is located.”® Electronic states near a K point are described by the k-p
equation equivalent to Weyl’s equation or a Dirac equation with vanishing
rest mass.59 14 In the vicinity of the K point, in particular, we have

(@ k)F(r) =eF(r), F(r)= (52?13) v
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where F4 and Fp describe the amplitude at sublattice points A and B,
respectively, v is a band parameter, k= (l;:x, lgzy) is the wave-vector operator,
and & = (04, 0y) is the Pauli matrix. The equation of motion for the K’
point is obtained by replacing ¢ with ¢* in the above equation.

Electronic states in a carbon nanotube (CN) are obtained by imposing
generalized periodic boundary condition F(r+L)=exp(F27vi/3)F(r) (up-
per sign for K and lower for K’) in the circumference direction specified by
chiral vector L with =0 or 41 determined by the CN structure. We have
v =0 for a metallic CN and v=+1 for a semiconducting CN. The direction
of L is called chiral angle and denoted by 7.

3. Acoustic Phonon

Acoustic phonons important in the electron scattering are described well
by a continuum model.'> The potential-energy functional for displacement
u=(Ug, Uy, u;) is written as

1
Ulu] = /dxdy 3 (B(Uxx+uyy)2 + S[(Um_uyy)2+4“§y])’ (2)
Oy U Oy Oug,  Ou
Tr = ) == 2Uay= —y’
u B + 7 Uy oy Ugy 3y + P (3)

as in a homogeneous and isotropic two-dimensional (2D) system. The pa-
rameters B and S denote the bulk modulus and the shear modulus, respec-
tively (B=A+u and S=p with A and p being Lame’s constants). In carbon
nanotubes with finite radius R, we should add u./R in the expression of
Uz, as in the above equation, where the z axis is chosen along the circum-
ference direction. In order to discuss out-of-plane distortions, we should
consider the potential energy due to nonzero curvature. It is written as

2 2 2

Uclu] = %aZE/dxdyK%—&-%—&-;—yz)uz} ) (4)

where E is a force constant for curving of the plane. This curvature energy

is of the order of the fourth power of the wave vector and therefore is usually
much smaller than Ulu].

In nanotubes, the phonon modes are specified by angular momentum

n along the circumference direction. Figure 1 shows phonon dispersions

calculated in this continuum model.'®> The twisting mode with a linear

dispersion and the stretching and breathing modes coupled with each other

at their crossing are given by the solid lines. There exist modes n = +1

with frequency which vanishes in the long wavelength limit ¢ — 0. These
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Fig. 1. Frequencies of acoustic phonons obtained in the continuum model in carbon
nanotubes. wp is the frequency of the breathing mode and R is the radius.

modes correspond to bending motion of the tube and therefore have the
dispersion w o ¢? like a similar mode of a rod. Modes with other n involve
displacement from the circular shape of the tube cross section.

A long-wavelength acoustic phonon gives rise to an effective potential
called the deformation potential

Vi = g1(usztuyy), ()

proportional to a local dilation, where g; of the order of the Fermi level
measured from the bottom of the ¢ bands, i.e., g3 ~ 30 eV. This term
appears as a diagonal term in the matrix Hamiltonian in the effective-mass
approximation and cannot give rise to backscattering in metallic nanotubes.
A higher order term appears due to the modification of local bond length,

Vo = 92631.77 (uacx_uyy+2iuxy)7 (6)

where 7 is the chiral angle in nanotubes and vanishes in graphene, and
g2 ~ /2 or ga ~ 1.5 eV, which is much smaller than the deformation
potential constant g;. This term appears as an off-diagonal term. The
total Hamiltonian is written as

, (V1 Ve P A e 7
= (vive)e o= (5, 0F) ™

In the following, we shall discuss resistivity and/or conductivity limited
by these acoustic phonons in carbon nanotubes. In metallic nanotubes, V;
does not give rise to backscattering as in the case of impurity scattering.!6:17
Further, phonon modes contributing to backscattering through V5 depend
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on chirality . In fact, transverse twisting modes contribute to the resis-
tivity, while longitudinal stretching and breathing modes contribute to it
in zigzag nanotubes. Figure 2 shows calculated temperature dependence
of the resistivity, where pa(T) = (h/e*)R™1(g2kpT/2v2S). The difference
between a zigzag and armchair nanotube appears at temperatures lower
than the frequency of the breathing mode wp.

Figure 3 shows the Fermi-energy dependence of conductivity for metal-
lic and semiconducting CN’s. In metallic CN’s, when ¢(27y/L)~! <1, the
diagonal potential g; causes no backward scattering between two bands
with linear dispersion and smaller off-diagonal potential g, determines the
resistivity. However, when the Fermi energy becomes higher and the num-
ber of subbands increases, g; dominates the conductivity due to interband
scattering. This is the reason that the conductivity changes drastically de-
pending on the Fermi energy in metallic CN’s. On the other hand, such
a drastic change disappears for semiconducting CN’s and smaller conduc-
tivity compared to that of a metallic CN shows dominance of the diagonal
potential independent of the Fermi energy.

4. Optical Phonon

Long-wavelength optical phonons are known to be measured directly by
the Raman scattering.'® 2% Usually, they are described perfectly well in a
continuum model. Such a model was developed and the Hamiltonian for
electron-phonon interactions was derived,?! and effects of electron-phonon

interaction on optical phonons were recently studied in graphene.??:23
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Optical phonons are represented by the relative displacement of two
sub-lattice atoms A and B,

h T iq-r
0= 2\, P a)en(@)e ®

where N is the number of unit cells, M is the mass of a carbon atom, wq
is the phonon frequency at the I' point, q = (¢s,¢y) is the wave vector,
u denotes the modes (‘t’ for transverse and ‘I’ for longitudinal), and b:fw
and bq, are the creation and destruction operators, respectively. Define
gz = qcospq and g, = ¢sinpg with ¢ = |q|. Then, we have e|(q) =
i(cos g, sin@q) and ey(q) = i(— singq, cos pq)-

The interaction between optical phonons and an electron in the vicinity
of the K and K’ points is given by?!

M = VI dulr), M = VI u),  (9)

where the vector product for vectors a= (ay,a,) and b= (b;,b,) in 2D is
defined by axb=a.b, —ayb,. This means that the lattice distortion gives
rise to a shift in the origin of the wave vector or an effective vector potential,
i.e., uz in the y direction and u, in the x direction. The interaction strength
is characterized by the dimensionless coupling parameter

il 1
367r 2Ma2hijo( F)

Ar = (10)
For M =1.993x10723 g and hwy=0.196 eV, we have A\r~3x1073(5r/2)>.
This shows that the interaction is not strong and therefore the lowest order
perturbation gives sufficiently accurate results.

The phonon Green’s function is written as

2hwg
()2 (ooo)? — 2oy (@, ) )

Du(q,w) =

The phonon frequency is determined by the pole of D,(q,w). In the case
of weak interaction, the shift of the phonon frequency, Aw,,, and the broad-
ening, I, are given by

1 1
Awu = ﬁRe HH(CL UJO), F;L - _ﬁImH;t((L wO)' (12)

When we calculate the self-energy of optical phonons starting with the
known phonon modes in graphene, its direct evaluation causes a problem
of double counting.?* In fact, if we apply the above formula to the case of
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Fig. 4. (Left) The frequency shift and broadening of optical phonons in monolayer
graphene as a function of the Fermi energy. 7 is a phenomenological relaxation time
characterizing the level broadening effect due to disorder. (Right) Calculated spectral
function of optical phonon for varying Fermi energy.

vanishing Fermi energy, we get the frequency shift due to virtual excita-
tions of all electrons in the m bands. However, this contribution is already
included in the definition of the frequency wp. In order to avoid such a
problem, we have to subtract the contribution in the undoped graphene for
w=0 corresponding to the adiabatic approximation.

Figure 4 shows the frequency shift and broadening for various values
of 1/wor and an example of the spectral function, (—1/7)ImD(q,wp). For
nonzero ¢ or 1/wot, the logarithmic singularity of the frequency shift and
the sharp drop in the broadening disappear, but the corresponding features
remain for 1/woT < 1. Similar results were reported independently?® and
experiments giving qualitatively similar results were reported.?6-28

The calculation can easily be extended to the case in the presence of
magnetic field B, where discrete Landau levels are formed and oscilla-
tions due to resonant interactions appear in the frequency shift and the
broadening.?®> The Landau-level energy is given by &, = sgn(n) \/WFMB
(n =0,41,---), where sgn(n) denotes the sign of n and hwp =+/27/l with
magnetic length | = \/ch/eB. Figure 5 shows calculated frequency shift
and broadening when el /Awg = 1/4 and the corresponding phonon spec-
tral function, where % is the Fermi energy in the absence of a magnetic
field. All resonant transitions from —n to n+1 and from —n—1 to n with n.>0
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Fig. 5. (Left) The frequency shift and broadening of optical phonons in monolayer
graphene as a function of effective magnetic energy hwp. Thin vertical lines show res-
onance magnetic fields. €% /Awo =1/4. The results for §/hwo = 0.1, 0.05, and 0.02 are
shown. (Right) The phonon spectral function for % /hwo=1/4 and 6/hwo =0.05. The
dotted line shows the peak position as a function of Awp.

appear at the field where their energy difference becomes equal to fiwy. At
resonances, the phonon spectrum exhibits characteristic behavior. Recently
this magneto-phonon resonance was observed in Raman experiments.??

The same tuning of the optical-phonon frequency and broadening due
to change in the Fermi level is also possible in carbon nanotubes. In fact,
effects of the electron-phonon interaction on the optical phonon in carbon
nanotubes were theoretically studied earlier than in graphene.?! In nan-
otubes, the modes are classified into longitudinal and transverse, depending
on their displacement in the axis or circumference direction. Figure 6 shows
the results of the similar calculations in carbon nanotubes.?’

In semiconducting nanotubes, the imaginary part vanishes identically
because of the presence of a gap. The frequency of the longitudinal and
transverse modes is both shifted to higher frequency side and the shift is
smaller for the longitudinal mode for small kr. The behavior of two modes
as a function of kg is similar to that of “level crossing.” In metallic nano-
tubes, the transverse mode is not affected by the doping at all. For the lon-
gitudinal mode, the energy shift exhibits a downward shift and considerable
broadening.?! For nonzero ky, the self-energy has a logarithmic divergence
at vkp = hwo/2 and increases logarithmically with kg for vkp > fiwg/2 for
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vanishing 6. This behavior in CN, the same as in graphene theoretically
predicted??23:2531 and experimentally observed,?627 was also observed in

Raman experiments3?33 and discussed theoretically.34:3°

5. Zone-Boundary Phonon

Phonons near the K and K’ point, called zone-boundary phonons, can play
important roles in intervalley scattering between the K and K’ points. In
general, there exist four independent eigen modes for each wave vector.
However, after straightforward calculations, we can see that only one mode
with the highest frequency contributes to the electron-phonon interaction.?®
This mode is known as a Kekulé type distortion generating only bond-length
changes. The interaction Hamiltonian is given by

By 0 wA(r)o,
Hia = 2b—2 (wAT(r)Uy 0 U) ’ (13)

where w=¢e2""/3 and S is another appropriate parameter, which is equal
to Br for the tight-binding model. In the second quantized form,

h 1q-T
Alr) =Y \/ m(bm + bl g)el T, (14)
q
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where wg is the frequency of the Kekulé mode. It is worth noting that
A cannot be given by a simple summation over the K and K’ modes. We
should take a proper linear combination of the K and K’ modes in order to
make the lattice displacement a real variable. We can easily understand the
operator form of A and Af in the interaction Hamiltonian by considering
the momentum conservation with the fact that 2K —K’ and K—2K’ are
reciprocal lattice vectors, where K and K’ are the wave vectors at the K
and K’ point. The dimensionless coupling parameter, A\, is given by the
same expression as Eq. (10) except that wy is replaced with wy and fSp
with Br. For iwgx = 161.2 meV, we have A\ = 3.5 x 1073(8x /2)%.

The lifetime of an electron with energy ¢ is given by the scattering prob-
ability from the initial state to possible final states via emission and ab-
sorption of one phonon. For the zone-center phonon, the summation of the
contributions of longitudinal and transverse modes gives isotropic scattering
probability in each of the K and K’ points. For the zone-boundary phonon,
any scattering processes are classified into two types: One is the transition
between “one K-electron with one K-phonon” and “one K’-electron,” and
the other is between “one K-electron” and “one K’-electron with one K’-
phonon.” For example, an electron around the K point can be scattered to
the K’ point accompanied by absorption of one phonon around the K point,
and this belongs to the former process. The electron scattering from the K
to K’ point can also be induced by the emission of one phonon around the
K’ point, while this is classified into the latter one.

In graphene, the calculated scattering probabilities for both phonons
are given by the same formula,

b e — ). (15)
-

where « represents I' or K and we have neglected the phonon occupation
due to large w,, at room temperature. This simply shows that the electron
lifetime is inversely proportional to the coupling parameter A\, and to the
density of states at the energy of the final state. What should be stressed
here is that the phonon emission is possible only when the energy of the ini-
tial electron is larger than that of the phonon to be emitted. Otherwise, the
final states are fully occupied at zero temperature and the phonon emission
never takes place. In this sense, the zone-boundary phonon has another ad-
vantage over the zone-center phonon. Therefore, the zone-boundary phonon
gives dominant scattering for high-field transport in graphene and in nan-
otube owing to its smaller frequency and larger coupling constant.
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6. Spontaneous Lattice Distortion

In the presence of strong electron-phonon interaction, metallic systems are
often unstable against lattice distortion causing band-gap opening. In fact,
Peierls distortion, or bond alternation, is known to spontaneously occur
in many organic conductors. Such lattice instability is expected to exist
also in graphene and carbon nanotubes. In fact, there have been several
theoretical studies on lattice instability in metallic nanotubes. Some con-
sidered an in-plane Kekule distortion corresponding to the zone-boundary
phonon?*3739 and effects of magnetic fields in metallic nanotubes and in
graphene.*0 42 Effects of out-of-plane distortion destroying the sublattice
symmetry were also considered,?**3 and distortions corresponding long-
wavelength acoustic and optical modes were pointed out because they can
open up a gap in metallic nanotubes.** 47 The lattice instability is certainly
the subject always attracting considerable interest.*85°

7. Bilayer Graphene

We consider a bilayer graphene which is arranged in the AB (Bernal) stack-
ing. The upper layer is denoted as 1 and the lower layer denoted as 2. In
each layer, the unit cell contains two carbon atoms denoted by A; and B
in layer 1 and A and Bs in layer 2. For the inter-layer coupling, we include
only the coupling between vertically neighboring atoms. Then, electronic

states are described by the k-p Hamiltonian:?%>7

Ay Bi Ay B

0 ~k- 0 0
H= 0 A 0 ~k_ |’ (16)
0 0 ~ky O
where A (= 0.4 eV) represents the inter-layer coupling between sites B
and As.
Let us define
A2 A
(k) = (5) TR, vk =e(R)sing, 5 =e(k)cosy,  (17)

where ¢ vanishes for k =0 and approaches /2 with increasing k. Then,
the eigen energies are given by

ex1(k) = £2e(k)sin®(1/2), exa(k) = £2e(k) cos?(1/2). (18)
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The band e (k) represents the lowest conduction band which touches the
highest valence band €_1(k) at k =0. The bands e12(k) are the excited
conduction and valence bands and e42(k)—e41(k) =0 independent of k.
In bilayer graphene, optical phonons are classified into symmetric and
antisymmetric modes in which the displacement of the top and bottom
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layers are in-phase and out-of-phase, respectively. They are affected by
electron-phonon interactions in a different manner.3! The symmetric mode
causes interband transitions between 11 (k) and therefore exhibits logarith-
mic singularity in a manner same as monolayer graphene when e p = fiwg /2.
On the other hand, this transition is not allowed for the antisymmetric
mode but interband transitions between €1 (k) and £,2(k) contribute to
the phonon renormalization. Figure 7 shows calculated frequency shift and
broadening for two phonon modes.

One important feature is that the band structure can be strongly modi-
fied due to opening-up of a band gap by applied electric field.?®%° Figure 8
shows a schematic illustration of the device structure, where e F'd represents
the potential difference between layers 1 and 2 (F' is the effective electric
field and d=0.334 nm is the interlayer distance). The effective Hamiltonian
becomes

eFd/2 ~k_ 0 0
vky eFd/2 A 0
0 A —eFd/2 k-
0 0  ~k, —eFd/2

H = (19)

Figure 9 shows the energy bands obtained by the diagonalization of this
Hamiltonian. The band gap appears and the minimum gap is located at a
nonzero value of k depending on the field.

The effective field is determined in a self-consistent manner because the
electron density distribution between two layers becomes different, giving
rise to interlayer potential difference. Some examples of the results of such
calculations are shown in Fig. 10.°° The unit n? = g,gsA%/2m? is the
electron concentration at ep=A for eF'd=0. We have n{ ~ 2.5x10% cm~2
for A~ 0.4 eV. We can see eF'd can become as large as ~ A/2 although
being dependent on eFeytd.

Figure 11 shows the frequency shift (top panel), broadening (middle
panel), and the spectral intensity (bottom panel) of the symmetric compo-
nent as a function of the electron concentration for eFeyxid=0.1 We have
assumed A/hwy = 2 corresponding to A =~ 0.4 eV and fwy = 0.2 eV and
0/hwo=0.1. The symmetric component shown in the figure describes the
relative intensity of the Raman scattering. At ng =0 with eF'd =0, the
optical phonons are exactly classified into symmetric and antisymmetric
modes. With the increase of ng, they become mixed with each other, which
becomes particularly important when they cross each other.
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The appearance of two peaks at sufficiently high electron concentration
is in agreement with that of recent experiments showing double peaks in
a highly doped bilayer graphene.? In order to make detailed comparison
with experiments, we may have to consider a small frequency splitting of
symmetric and antisymmetric modes which is independent of the change in

the electron concentration.
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Chapter 9

Magnetic Structures of Edge-State Spins in Nanographene and
a Network of Nanographene Sheets
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The electronic structure of a nanographene sheet crucially depends on the shape
of its edges. In the zigzag-shaped edges, a nonbonding T-electron state (edge
state) is created in contrast to the absence of such state in the armchair edges.
Strong spin polarization of the edge state gives rise to unconventional
magnetism in nanographene. Ultra-high vacuum STM/STS experiments
confirm the presence of the edge state in graphene edges. The magnetism of a
3 dimensional disordered network of nanographene sheets is understood on the
basis of ferrimagnetic structure of the edge-state spins in individual constituent
nanographene sheet. Electron localization in the electron transport between
nanographene sheets seriously affects the dynamical magnetic feature of the
edge-state spins. The strengthening of the inter-nanographene-sheet magnetic
interaction brings about a spin glass state.

1. Introduction

After the discovery of graphene (a single layer of graphite) in 2004,
graphene has attracted rapidly growing attention not only as a central
issue in basics science but also as a target in cutting-edge
nanotechnology. What is most interesting in graphene is the
unconventional physics behind the electronic behavior observed
experimentally. Indeed, the electronic structure of graphene is described
in terms of massless Dirac fermion, which plays in giving the
unprecedented electronic phenomena, such as anomalous quantum Hall
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effect,” spin Hall effect,’ etc. When an infinite graphene sheet is cut into
nano-sized graphene (nanographene) sheets or semi-infinite graphene
sheets, another important issue arises related to the creation of graphene
edges, as evidenced by early theoretical”'* and experimental works,'>"
which have been performed several years before the discovery of
graphene.

Depending on the direction of the cutting line of a graphene sheet,
there can be two types of edges created; that is, armchair and zigzag
edges.” What is important here is that the electronic structure of
nanographene depends crucially on the geometrical shape of the edges.
Indeed, according to the theoretical and experimental studies,”" a
nonbonding T-electron state called “edge state” is created along the
zigzag edges, whereas no such state is present in the armchair edges.
In connection to the presence/absence of edge state, we should remind
the issue on the aromaticity in condensed polycyclic hydrocarbon
molecules.'®*® The nonbonding m-electron state is created also in
these molecules with the geometrical dependence same to that in
nanographene and graphene edges. The edge state well localized in the
vicinity of the zigzag edge is therefore a kind of surface state and plays
an important role in giving electronic features that are specific to
nanographene sheet. In addition, the edge state, which is singly occupied
and strongly spin polarized, contributes to create strong spin magnetism.
Interestingly, the localized spins of the edge state are ferromagnetically
arranged through a strong ferromagnetic intra-zigzag-edge exchange
interaction (~10° K).”' The circumference of a nanographene sheet can be
described in terms of a combination of zigzag and armchair edges.
Therefore, depending on the shape of a nanographene sheet, the interplay
between intra-zigzag-edge ferromagnetic interaction and inter-zigzag-
edge ferromagnetic/antiferromagnetic exchange interaction is expected to
gives rise to a variety of magnetic structures, taking into account that the
magnetic feature of edge state is sensitive to the detailed edge geometry
and chemical modifications of edges.

In this paper, we present the electronic structure of the edge state and
the magnetic properties of a disordered network of nanographite domains,
each of which consists of a stack of 3-4 nanographene sheets.
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2. Electronic Structure of Edge State and STM/STS Observations

Let us start with the relationship between aromaticity in small
hydrocarbon molecules and the issue on edge state in
nanographene/graphene edges. Benzene, which is a typical Kekulé
molecule and the primary building block of graphene, consists of three
bonding - and three antibonding m*-orbitals split mutually with a large
HOMO-LUMO gap, which corresponds to energy stabilization of
aromaticity. When benzene rings are fused to each other to form
condensed polycyclic hydrocarbon molecules, the Kekulé structure with
a large HOMO-LUMO gap is usually conserved, as evidenced in
naphthalene, anthracene, etc. However, there are exceptional molecules
called non-Kekulé molecules, in which the energy stabilization is
failed.'®*® A typical example is phenalenyl radical consisting of three
benzene rings fused in a triangle shape as shown in Fig. 1(b). In this
molecule, an additional 7-electron state is present at the Fermi level in
the energy gap as a nonbonding m-electron state, which works to
destabilize the molecule. A similar situation in the electronic structure is
present in triangle molecules having larger sizes, as shown in Figs. 1(c)
and (d), where the triangle molecules consisting of 6 and 10 benzene
rings have 2 and 3 nonbonding T-electron states, respectively. Here,
Lieb’s theorem'” can tell us how large number of nonbonding states is
present in a molecule concerned. According to the Lieb’s theorem, the

(@)

S=1

Fig. 1. (a) Kekulé molecules, (b), (c), (d) triangle-shaped non-Kekulé molecules consisting
of 3, 6 and 10 benzene rings, (e) spatial distribution of the nonbonding 7-electron state.
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number of nonbonding state N, is given as the difference in the
numbers of the starred (N.) and unstarred (N,,) sites: N, =|N, — N,
where the carbon sites belonging to a given subgroup (starred) are
directly bonded to the sites belonging to another subgroup (unstarred).
This implies that Kekulé molecules (Fig. 1(a)), in which N. is always
equal to N,,., have no nonbonding state and are nonmagnetic. In contrast,
the triangle-shaped molecules consisting of 3, 6 and 10 benzene rings
have 1, 2 and 3 nonbonding states and are ferromagnetic with S=1/2, 1
and 3/2, respectively, since the electrons occupying these degenerate
nonbonding states at Er obey the Hund rule with the parallel spin
arrangement as shown in Figs. 1(b)-(d).

It should be noted here that the nonbonding T-electron states are
populated around the peripheral zigzag shaped region of the molecules as
illustrated in Fig. 1(e) for triangulene consisting of 6 benzene rings. This
indicates that the nonbonding m-electron state is the small molecule
version of the edge state. Indeed, an extrapolation of the electronic state
to nano-sized graphene demonstrates the presence of the nonbonding
state when a nanographene sheet is zigzag edged, in contrast to the
absence of such a state in the armchair-edged sheet. Figure 2 presents the
spatial distribution of the HOMO level for armchair-edged and zigzag-
edged nanographene sheets.” The armchair-edged nanographene sheet
has a uniform distribution of the HOMO state. On the contrary, the
zigzag-edged nanographene sheet has a large local-density-of-states,
which is assigned to the edge state, around the zigzag edge region.

un* ’

Fig. 2. The spatial distribution of the HOMO level in (a) armchair-edged and (b) zigzag-
edged nanographene sheets. The HOMO level is assigned to the edge state in the zigzag-
edged nanographene sheet. (Ref. 7)
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It is particularly important to show the evidence on the presence
of edge state using scanning tunneling microscopy/spectroscopy
(STM/STS) technique in atomic resolution.'"™"> However, the as-prepared
graphene edges are usually covered with oxygen-containing functional
groups due to the easy oxidation of graphene edges in the ambient
condition.”” STM observations with well defined graphene edges are
required to examine the electronic structure of the graphene edges.
For this reason, the graphene edges are heat-treated to remove the
functional groups and hydrogen terminated in ultra-high vacuum (UHV)
condition.'"" Figure 3 exhibits the typical examples of the UHV-STM
lattice images and STS spectra of graphene edges which are hydrogen
terminated."’ Figures 3(a) and (b) are the STM and STS results for a

(a)

Armchair

Armchair

0.5
V)

<o

Fig. 3. (a) Atomically resolved UHV STM images (5.6x5.6 nm?) of a homogeneous
armchair edge in constant-height mode with bias voltage V=0.02 V and current /=0.7 nA.
For clarity of edge structures, a model of the honeycomb lattice is drawn on the image.
(b) A dI/dVy curve from STS measurements taken at the edge in (a). (¢) An atomically-
resolved UHV STM image of zigzag and armchair edges (9x9 nm?) observed in constant-
height mode with bias voltage V=0.02 V and current /=0.7 nA. (d) The d//dV; curve from
STS data at a zigzag edge (From reference 11).
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uniform armchair edge, respectively. The STS spectrum demonstrates
that the electronic structure in the vicinity of the Fermi level (Eg) is same
to that of infinite graphene sheet with a feature of massless Dirac fermion
described in terms of linear valence m- and conduction m*-bands which
touch to each other at Er.* This reflects the lattice image which shows a
V3x43 superlattice structure with no additional contribution. Armchair
edges observed are generally long and less defective, being suggested to
be energetically stable, in accordance with the theoretical prediction.”
Zigzag edges have features that is different from armchair edges. Zigzag
edges tend to be defective and short. They are observed frequently to be
embedded between armchair edges, as shown in Fig. 3(c). This is a
consequence of the energetically unstable structure of zigzag edges.”
What is important in zigzag edges is the presence of edge state.” The STS
spectrum (Fig. 3(d)) at the zigzag edge shows a sharp peak of the
density-of-states at Er in addition to the linear ©- and m*-bands, giving
evidence for the edge state. The bright spots observed in the zigzag edge
region (Fig. 3(c)) are ascribed to the edge state.

3. Magnetic Properties of Nanographene and Nanographite

As discussed in Secs. 1 and 2, edge states localized in the zigzag edge
region have localized spins, which interact with each other through
exchange interactions in a nanographene sheet. This gives a variety of
magnetic structures depending on the geometry of a nanographene sheet.
Activated carbon fibers (ACFs) are a good model system in investigating
the magnetism of nanographene sheets.”>* The structure of ACF is
featured with a 3 dimensional (3D) disordered network of nanographite
domains, each of which consists of a stack of 3-4 nanographene sheets
with a mean intra-sheet size of 2-3 nm, as shown in Fig. 4(a).” The
magnetic structure of an individual nanographene sheet having irregular
shape is depicted in Fig. 4(b).” The periphery of the nanographene sheet
is described with a combination of zigzag and armchair edge regions.
In the zigzag edge region, a strong ferromagnetic intra-zigzag-edge
interaction Jo~10° K acts to arrange the edge-state spins in parallel.”’
In addition, the inter-zigzag-edge interaction J;, which is mediated
by the conduction m-electron carriers and has intermediate strength
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(J1 ~ (10" = 10®)J,), works to couple the ferromagnetically-arranged
edge-state spin clusters between the zigzag edge regions embedded in the
circumference. The strength and sign (ferromagnetic/antiferromagentic)
of J, vary depending on the mutual geometrical relation between the
zigzag edges concerned. The cooperation of J, and J; therefore creates
ferrimagnetic spin structure with a non-zero net magnetic moment in
an individual nanographene sheet as shown in Fig. 4(b).”*° In the
network of nanographite domains, there are two kinds of additional
exchange interactions; inter-nanographene-sheet interaction (J,) and
inter-nanographite-domain interaction (J;), which are both weakly
antiferromagnetic (JO>J,>>J2>J3).24'26 Eventually, the magnetism of
ACFs is given as a consequence of the cooperation of Jy, Ji, J, and J;.

localized spin
nanopore of edge state

3~4
graphene
sheets

Fig. 4. (a) The schematic structural model of activated carbon fiber (ACF). (b) An
individual nanographene sheet in a nanographite domain of ACF, and the spatial
distribution of edge-state spins. Jy and J; are intra- and inter-zigzag-edge interactions,
respectively.

3.1. Effect of electron localization on the magnetism of the
edge-state spins

Before discussing the magnetism of ACFs, let us see the electron
transport properties of ACFs. The non-treated ACF shows insulating
behavior in their electron transport properties as shown in Figs. 5(a) and
(b) with the temperature dependence of the conductivity/resistivity. The
resistivity obeys the formula of the Coulomb-gap type variable range
hopping in a fractal geometry network in Anderson insulator;**"*
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o(T) =0, exp[—(TO /T)q, (1)

where

2 1— 1-17y
e (=r)
4rene L ¥

2)

Here, L, & and & are the localization length, the relative permittivity
of ACFs and the dielectric constant of vacuum, respectively. With
Ty=324 K from the experiment, the estimates are obtained as 3=0.57
and L~17 nm. This satisfied the criteria of Coulomb-gap variable
range hopping on fractal (average nanographene size a~2-3 nm < L),
suggesting that the electron transport is governed by the electron hopping
between conductive nanographite domains under the influence of

. . . 28,29
charging process in the network having a fractal geometry.
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Fig. 5. The electrical conductivity (o) / resistivity (p) of ACFs and their heat-treated
samples with the heat treatment temperature being up to 2200 °C. (a) Non-heat-treated
sample. (b) In p vs T™ plot of the data in (a), n=0.57. (c) Heat treatment temperature
dependence of the conductivity vs T plots. ((a), (b) after Ref. 26, (c) after Ref. 24)

The magnetism of ACFs reflects the feature of the electron transport
and the underlying hierarchical network structure, in which the
nanographene sheets playing as the primary units are expected to be
ferrimagnetic. Figure 6 exhibits the temperature dependence of the ESR
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Fig. 6. The temperature dependence of the ESR intensity, ESR line width, and the

reciprocal of the static susceptibility of the non-heat-treated ACFs. The ESR signals are
observed with microwave powers of 1 and 10 uW (From reference 26).

intensity, ESR line width AHpp and static magnetic susceptibility of the
edge-state spins in the non-heat-treated ACFs.*® The intensity at 1 uW
obeys the Curie law down to 30 K, and suddenly drops by 50 % below
20 K. A4Hpp follows a trend corresponding to the behavior of the
intensity. AHpp decreases linearly from 6.2 to 2.2 mT upon lowering of
the temperature down to 30 K, and suddenly increases by 30 % (0.6 mT)
below 20 K. In the elevated microwave power (10 uW) the sudden
change in the signal properties becomes a smooth variation as shown in
Figs. 6(a) and (b). Such sensitive nature of the ESR signal below 20 K is
also evident in the microwave power dependence of the intensity. The
power saturation at 30 K has a feature of a homogeneous spin system. On
the other hand, at 10 K, increasing the power above 200 uW doubles the
intensity suddenly and then it is easily saturated in the higher microwave
power range above 1 mW, showing inhomogeneity in the spin system.
Unlike the ESR intensity that represents the dynamical susceptibility, the
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1t
320 324 328 332320 324 328 332
H (mT) H (mT)

Normalized intensity at 16 mW

Fig. 7. The ESR signals in vacuum at 10, 15, 20, and 25 K measured with 16 mW (From
reference 26).

static susceptibility does not show any indications of non-Curie behavior
down to 2 K as shown in Fig. 6(c). These experimental findings are
therefore understood by the presence of a transition from the
homogeneous state to an inhomogeneous one at ca.20 K. This is clearly
evident in observing a change in the line profile in the vicinity of the
transition temperature (7, ~ 20 K). Figure 7 exhibits the ESR signal at a
strong microwave power of 16 mW in the vicinity of T,.*° The broadened
signal at 10 K shows a slight deviation from the Lorentzian shape
indicating an inhomogeneous line-broadening. Interestingly, a prominent
hole-burning effect (irregular feature in the ESR signal) appears at 15 K,
which is just below T¢, and it is reproducible in repeated runs. The hole-
burning feature is an important evidence of serious inhomogeneity
appearing in this temperature range. On going to higher temperatures,
hole-burning is gradually suppressed and the line-shape tends to become
Lorentzian. Above 25 K the line shape becomes sharpened and purely
Lorentzian, exchange/motional narrowing being indicated.

The experimental findings presented above allow us to understand
the magnetic structure and dynamics of the edge-state spin system. The
conductivity result suggests strong electron localization with the aid of
Coulomb interaction, particularly in the lower temperature region. In
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addition to the electron hopping in the 3D random network of metallic
nanographene sheets, the m-electron carriers interact strongly with the
edge-state localized spins of a given sheet. At high temperatures, the fast
hopping process evidenced by the high conductivity (Fig. 5(a)) makes
the edge-state spins subjected to the motional narrowing, yielding a
homogeneous spin system in the entire of the network. This is justified
by the Lorentzian shape of the ESR signal and its less saturated behavior
in the high temperature range. Therefore, the spin system is modeled
merely as a metallic system with the interaction between the localized
edge-state spins and conduction T-carriers. Here, the strong coupling
between the edge-state spins and the conduction T-carriers, and a weak
spin-orbit interaction, the latter of which is evident from a considerably
small deviation of the g-value from that of the free electron spin (4Ag ~
107, lead to a bottleneck in energy dissipation from the conduction
carriers to the lattice. In the bottleneck regime, the effective spin-lattice
relaxation time, which is inversely proportional to the line width, is given

31,32
as;

AH ~ 1/ T eir = (1 Toz ) (Ten / T, 3)

where 7., T, and T ; are the relaxation times of from the edge-state
spin to the m-carrier, from the m-carrier to the edge-state spin, and from
the m-carrier to the lattice, respectively. The relaxation from the edge-
state spins to the m-carriers, 7, is given by the Korringa relation with
temperature dependence of T, o 1/T.* Then, as shown in Eq. (3), the
line width is narrowed by (7, / T1.) due to the bottleneck effect with a
slow relaxation rate 1/7, Here, it should be noted that T is
independent of temperature®' and T, , which is governed by the boundary
scattering in the nanographene, is also less temperature dependent.™
Eventually, the linear temperature dependence of the line width observed
above T, ~ 20 K (Fig. 6(b)) is in good agreement with that expected by
Eq. (3). This suggests the importance of the interplay between the edge-
state spins and conduction Tt-carriers strongly interacting with each other
in the metallic medium.

The situation becomes different in the magnetism in the low
temperature regime below 7. The appearance of the hole-burning in the
vicinity of the transition temperature demonstrates the serious effect of
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the structural inhomogeneity on the edge-state spins. Indeed, an
inhomogeneous distribution of on-resonance fields is owing to the
structural inhomogeneity originating from the hierarchical feature of the
3D network with irregular shaped nanographene sheets as the
fundamental unit, as discussed with Fig. 4. In an individual
nanographene sheet, the compensation of randomly distributed
ferromagnetic clusters of the edge-state spins at zigzag edges, which are
coupled by randomly varying inter-zigzag-edge interaction J;, creates a
net nonzero ferrimagnetic moment with its own strength. Therefore, the
strengths of the ferrimagnetic moments, which depend on the shape of a
nanographene sheet, are randomly distributed in the network of
nanographene sheets, causing an inhomogeneous distribution of the on-
resonance fields. The inhomogeneous distribution of the on-resonance
fields does not appear in the high temperature range due to the motional
narrowing operated by the fast inter-nanographene-sheet hopping.
However, as the temperature is lowered, electron localization develops
and nanographene sheets become independent from each other due to the
slowdown of electron hopping. Finally, the inhomogeneity survives at
lower temperatures below 7., where the electron hopping frequency
becomes small enough to unveil the inhomogeneous line width.

3.2. Spin glass state in the nanographite network

In the pristine ACFs, the periphery of an individual nanographene sheet
is covered with oxygen-containing functional groups,”> which disturb the
inter-nanographene-sheet electron transfer. Heat-treatment removes the
functional groups, working to enhance the inter-sheet interaction and
create coherent electron transfer paths between nanographene sheets.
The development of coherent electron transfer paths enhances the
conductivity, as indicated in Fig. 5(c), which shows the temperature
dependence of the conductivity for the ACF samples heat-treated at
temperatures up to 2200 °C.** The extension of a percolation path
networks in the electron transport to the entire of the sample eventually
brings about metallic conductivity through an insulator-to-metal (I-M)
transition around the heat-treatment temperature (HTT) of 1200 °C. The
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Fig. 8. (a) Temperature dependence of the magnetic susceptibility for ACF samples
heat-treated at various temperature up to 1500 °C. (b) The field cooling effect on the
susceptibility vs temperature plots at HTT1100 and 800, which are in the vicinity of the
insulator-metal transition and far from the transition, respectively. Open and full circles
represent data for the zero field cooling and field cooling (H=1T) processes, respectively
(From reference 35).

change in the conductivity is faithfully tracked by the susceptibility as
given in Fig. 8(a).”” Namely, the Curie-Weiss behavior featured with the
localized spins of edge state in the Anderson insulator regime is
converted to a less temperature dependent susceptibility of conduction
electrons in the metallic regime, where the net negative susceptibility is a
combination of small positive Pauli paramagnetic and large negative
orbital contributions. Here it should be noted that an anomalous feature
appears in the vicinity of the I-M transition, that is; the susceptibility has
a cusp at ca.7 K with a negative Weiss temperature (antiferromagnetic)
of -2 to -3 K. This is reminiscent of the onset of an antiferromagnetic
ordering. However, this is not the case, as a large field cooling effect on
the susceptibility evidences in Fig. 8(b).”” Figure 8(b) indicates that the
susceptibility for the sample in the vicinity of the insulator-metal
transition has a large field cooling effect, particularly around the
temperature range in which the cusp emerges. The presence of a cusp
and its large field cooling effect are a consequence of the development of
spin glass state. In general, a spin glass state develops when the strengths
of exchange interactions J vary randomly in space. From the
magnetization curve analysis, a large randomness in the strengths of
exchange interactions is evident, the width of the distribution being
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estimated at \[(AJ?)/(J)=0.8, which is safely involved in the region
of a spin glass. The heat-treatment well above the I-M transition converts
the feature of the electrons from the localized to an itinerant one, where
the localized spins of edge states diminish as the fusion of nanographene
sheets takes place upon the elevation of heat-treatment temperature in the
metallic phase. However, a considerable amount of edge-state spins still
survive in the vicinity of the I-M transition. The inter-nanographene-
sheet interaction J, and inter-nanographite-domain interaction J; are
enhanced by strengthening the electron transfer paths, and works to
couple strongly the ferrimagnetic moments of nanographene sheets. This
causes the anomalous spin glass state appearing in the I-M transition
region.

4. Summary

The electronic structure of a nanographene sheet, which is considered to
be a condensed polycyclic hydrocarbon molecule extended to nano-
dimension, crucially depends on the shape of its edges, same to small
sized molecules in this family. The geometry of an arbitrary shaped
nanographene sheet is described in terms of a combination of zigzag and
armchair edges. In zigzag edges, the nonbonding m-electron state
localized in the edge region is created, in contrast to the absence of such
state in the armchair edges. As the edge state is strongly spin polarized,
the localized edge-state spins contribute to form an unconventional
magnetic system in nanographene.

The electronic structure of graphene edges is investigated
experimentally to confirm the presence of edge state using UHV-
STM/STS techniques. The magnetic properties of the edge-state spins are
investigated using activated carbon fibers consisting of a 3D network of
nanographene sheets. The constituent individual nanographene sheet is
found to have a ferrimagnetic feature. Electron localization in the
electron transport between the nanographene sheets in the network
affects seriously the magnetism of the nanographene network.
Strengthening of the inter-nanographene-sheet interaction brings about
the formation of a spin glass state.
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Low-energy electronic states of graphene are described by the massless
Dirac Fermions. In nano-graphene, however, this description is strongly
modified due to the existence of edges. In this chapter, we discuss
the electronic transport properties of graphene nanoribbons, and clarify
the role of edge boundary condition. Here we show that the graphene
nanoribbons with zigzag edges subjected to the long-ranged impurities
provide on-perfectly conducting channel, i.e. the absence of Anderson
localization, because in each valley the balance between left- and right-
going modes is violated due to the central subband originating from the
edge states. We also study the electron transport through the graphene
junction structures, where the zero-conductance anti-resonances is
observed.

1. Introduction

Recently graphene, a single-layer hexagonal lattice of carbon atoms, has
emerged as a fascinating system for fundamental studies in condensed mat-
ter physics, as well as the promising candidate material for future appli-
cation in nanoelectronics and molecular devices.! The honeycomb crystal
structure of single layer graphene consists of two nonequivalent sublattices
and results in a unique band structure for the itinerant m-electrons near the
Fermi energy which behave as massless Dirac Fermion. The valence and
conduction bands touch conically at two nonequivalent Dirac points, called
K and K_ point, which form a time-reversed pair, i.e. opposite chiral-
ity. The chirality and a Berry phase of m at the two Dirac points provide
an environment for highly unconventional and fascinating two-dimensional
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electronic properties,2 such as the half-integer quantum Hall effect,® the
absence of backward scattering.*°

The successive miniaturization of the graphene electronic devices in-
evitably demands the clarification of edge effects on the electronic struc-
tures and electronic transport properties of nanometer-sized graphene. The
presence of edges in graphene has strong implications for the low-energy
spectrum of the m-electrons.® There are two basic shapes of edges, arm-
chair and zigzag which determine the properties of graphene ribbons. It
was shown that ribbons with zigzag edges (zigzag ribbon) possess local-
ized edge states with energies close to the Fermi level.® These edge states
correspond to the non-bonding molecular orbitals,® and responsible for the
magnetism.5° In contrast, edge states are completely absent for ribbons
with armchair edges. Recent experiments support the evidence of edge

10,11 Also, graphene nanoribbons can experimentally be

12-17

localized states.
produced by using lithography techniques and chemical techniques.

In this chapter, we focus on edge and geometry effects of the electronic
transport properties of graphene nanoribbons. In zigzag nanoribbons, for
disorder without inter-valley scattering a single perfectly conducting chan-
nel emerges associated with a chiral mode due to edge states, i.e. the ab-
sence of the localization.'® Nano-graphene junctions are shown to have the
zero-conductance anti-resoances associated with the edge states.!®29 The
relation between the condition of the resonances and geometry is discussed.

2. Electronic States of Graphene Nanoribbons

We describe the electronic states of graphene nanoribbons by the tight-
binding model. The Hamiltonian is written as,

H = —th;rcj —&—ZViczfci, (1)
(i:3) g

I creates an m-electron on the site i. (i, j) denotes the

summation over the nearest neighbor sites. ¢ the transfer integrals between
all the nearest neighbor sites are set to be unity for simplicity. This is
sufficient to show the intrinsic difference in the electronic states originating
from the topological nature of each system. The value of ¢ is considered
to be about 2.75eV in a graphene system. The second term in Eq. (1)
represents the impurity potential, V; = V(r;) is the impurity potential at
a position r;. The effect of impurity potential on the electronic transport
properties will be discussed in the next section.

where the operator ¢
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N+1 (y=W)
N

2

1

0 (y=0)

Fig. 1. Structure of graphene nanoribbon with (a) armchair edges (armchair ribbon)
and (b) zigzag edges (zigzag ribbon). The lattice constant is a and N defines the ribbon
width. The circles with dashed line indicate the missing carbon atoms for the edge
boundary condition of massless Dirac equation. The disordered region with randomly
distributed impurities lines in the shaded region and has the length L (see text in Sec. 3).
Randomly distributed circles schematically represent the long-ranged impurities.

The energy band structures of (a) armchair nanoribbons and (b) zigzag
nanoribbons for N = 30 are shown in Figs. 2(a)—(b), together with the
density of states. The wave number k is normalized by the length of the
primitive translation vector of each graphene nanoribbon, and the energy F
is scaled by the transfer integral ¢. For armchair nanoribbons, the system is
metallic when N = 3M — 1, where M is an integer. For the semiconducting
ribbons, the direct gap decreases with increasing ribbon width and tends to
zero in the limit of very large N. For narrow non-doped metallic armchair
nanoribbons, the energy gap can acquire due to Peierls instabilities toward
low-temperatures,?! which is consistent with the recent density functional
theory calculation.?? For zigzag ribbons, however, a remarkable feature
arises in the band structure, as shown in Fig. 2(b). We see that the highest
valence band and lowest conduction band are always degenerate at k = 7.
It is found that the degeneracy of the center bands at & = m does not
originate from the intrinsic band structure of graphene sheet. These two
special center bands get flatter with increasing ribbon width. A pair of
partial flat bands appears within the region of 27/3 < |k| < 7, where the
bands sit in the vicinity of the Fermi level. The electronic state in the
partial flat bands of the zigzag ribbons can be understood as the localized
state near the zigzag edge.b

3. Electronic Transport Properties

We numerically discuss the electronic transport properties of the disordered
graphene nanoribbons. In general, electron scattering in a quantum wire
is described by using a scattering matrix.?3 Through the scattering matrix
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L

D(E)

0
k D(E)

Fig. 2. Energy band structure E(k) and density of states D(E) of (a) armchair nanorib-
bon and (b) zigzag nanoribbon. Here N = 30.

S, the an amplitude of scattered waves O are related to an amplitude of
0 I t’ I
L) _g(4L)_ (T ) L\ 2)
OR IR tr IR
Here, r and 7’ are reflection matrices, ¢ and ¢’ are transmission matrices, L

and R denote the left and right lead lines. The Landauer-Biittiker formula?*
relates the scattering matrix to the conductance of sample. The electrical

incident waves I,

conductance is calculated using the Landauer-Biittiker formula,

G e? t e?
E)=—Tr{t') = —
(B) = - Ti(tt!) = —
Here t(FE) is the transmission matrix through the disordered region. For
simplicity, throughout this paper, we evaluate electronic conductance in
the unit of quantum conductance (e2/7h), i.e. dimensionless conductance

9(E).

9(E). 3)

3.1. One-way excess channel system

In this subsection, we consider the conductance of zigzag nanoribbons in
the clean limit, which is simply given by the number of the conducting
channel. As can be seen in Fig. 3(a), there is always one excess left-going
channel in the right valley (K4) within the energy window of |E| < 1.
Analogously, there is one excess right-going channel in the left valley (K _)
within the same energy window. Although the number of right-going and
left-going channels are balanced as a whole system, if we focus on one of
two valleys, there is always one excess channel in one direction, i.e. a chiral
mode.
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Now let us consider to inject electrons from left to right-side through
the sample. When the chemical potential is changed from E = 0, the
quantization rule of the dimensionless conductance (gx ) in the valley of
K is given as

gK+ =n, (4)
where n = 0,1,2,---. The quantization rule in the K_-valley is
g, =n+1. (5)

Thus, conductance quantization of the zigzag nanoribbon in the clean limit
near E = 0 has the following odd-number quantization, i.e.

9g=9k, +t9x_=2n+1 (6)

(®)

—om/3 Ka 23

Fig. 3. (a) Energy dispersion of zigzag ribbon with N = 10. The valleys in the energy
dispersion near k = 27/3a (k = —27/3a) originate from the Dirac K (K_)-point
of graphene. The red-filled (blue-unfilled) circles denote the right (left)-moving open
channel at the energy Fo(dashed horizontal line). In the left(right) valley, the degeneracy
between right and left moving channels is missing due to one excess right(left)-going
mode. The time-reversal symmetry under the intra-valley scattering is also broken. (b)
Schematic figure of scattering geometry at K4 and K_ points in zigzag nanoribbons,
where a single excess right-going mode exists for K_ point. But a single excess left-going
mode exists for K_ point. Here n =0,1,2,---.

Since we have an excess mode in each valley, the scattering matrix has
some peculiar features which can be seen when we explicitly write the valley
dependence in the scattering matrix. By denoting the contribution of the
right valley (K4) as +, and of the left valley (K_) as —, the scattering
matrix can be rewritten as

of If
oL | (rt L
of | (t r') o I (™)

Ok R
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Here we should note that the dimension of each column vector is not identi-
cal. Let us denote the number of the right-going channel in the valley K
or the left-going channel in the valley K_ as n.. For example, n. = 1 at
E = Ej in Fig. 3(a). Figure 3(b) shows the schematic figure of scattering
geometry for K4 and K — points. Thus, the reflection matrices have the
following matrix structures,

Ne  Ne+1

Mot <7°++ T4 ) 8)

Ne T_4 T__

The reflection matrices become non-square when the intervalley scattering
is suppressed, i.e. the off-diagonal submatrices (r4—, r—4+ and so on) are
Zero.

When the electrons are injected from the left lead of the sample and
the intervalley scattering is suppressed, a system with an excess channel is
realised in the K _-valley. Thus, for single valley transport, the r__ and
r’__aren. x (n.+1) and (n.+1) X n. matrices, respectively, and t_ _ and
t'_ are (n.+1) x (n.+ 1) and n. X n, matrices, respectively. Noting the
we find that I _r__ and r'__’r'T__ have
a single zero eigenvalue. Combining this property with the flux conserva-
tion relation (STS = SST = 1), we arrive at the conclusion that t__¢! _

has an eigenvalue equal to unity, which indicates the presence of a per-

dimensions of r—_ and 7’

—_——

fectly conducting channel (PCC) only in the right-moving channels. Note
that ¢ _#'7 _ does not have such an anomalous eigenvalue. If the set of
eigenvalues for t T s expressed as {11, Ty, -+ , Ty}, that for t__th
is expressed as {T1,T%, - ,Tp,,1}, i.e. a PCC. Thus, the dimensionless
conductance g for the right-moving channels is given as

ne+1 Ne

gx_ =Y Ti=1+)» T (9)
=1 =1

while that for the left-moving channels is
Ne
gx_ = T (10)
i=1
We see that gx_ = g% + 1. Since the overall time reversal symmetry
(TRS) of the system guarantees the following relation:

Ik, = 9K_,
g/K'_ = gK+7

(11)
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the conductance ¢ = gx, + gr_ (right-moving) and ¢’ = 9/K+ + 9%
(left-moving) are equivalent.

3.2. Perfectly conducting channel

The dimensionless electrical conductance, g(E) = Tr(tt") (t(E) is the trans-
mission matrix through the disordered region), is calculated by means of
the recursive Green function method.?> As shown in Fig. 1, the impurities
are randomly distributed with a density 7, in the nanoribbons. In our
model we assume that the each impurity potential has a Gaussian form of
a range d

_ ri —7ol?
Vir) = Z )uexp <_TO) (12)

ro(random

where the strength w is uniformly distributed within the range |u| < up.
Here u), satisfies the normalization condition:

(full space)

up Z exp (—rZd®) /(V3/2) = uo. (13)

T
In this work, we set niyp, = 0.1, ug = 1.0 and d/a = 1.5 for LRI and
d/a = 0.1 for SRI. Since the momentum difference between two valleys
is rather large, Ak = k4 — k_ = 47/3a, only short-range impurities (SRI)
with a range smaller than the lattice constant causes inter-valley scattering.
Long-range impurities (LRI), in contrast, restrict the scattering processes

to intra-valley scattering.*

We focus first on the case of LRI using a potential with d/a = 1.5 which
is already sufficient to avoid inter-valley scattering. Figure 4(a) shows the
averaged dimensionless conductance as a function of L for different inci-
dent energies(Fermi energies), averaging over an ensemble of 40000 sam-
ples with different impurity configurations for ribbons of width N = 10.
The potential strength and impurity density are chosen to be ug = 1.0 and
Nimp. = 0.1, respectively. As a typical localization effect we observe that
(g9) gradually decreases with growing length L (Fig. 4). However, (g) con-
verges to (g) = 1 for LRIs (Fig. 4(a)), indicating the presence of a single
perfectly conducting channel. It can be seen that (g)(L) has an exponential
behavior as

(9) =1 ~exp(—L/§) (14)
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with £ as the localization length. Deviations from the limit (g) — 1 also
occur, if the incident energy lies at a value close to the change between
g =2n—1and g = 2n + 1 for the ribbon without disorder. This is for
example visible in above calculations for £ = 0.4 where the limiting value

(g) <1 (Fig. 4(a)).

(a) 7 ‘ (OF]
6l ® eE=01020B |

COoOoo00oo
YRR N NS

e
=
1 o ‘f,‘”’""*tgfgq
7-—t{l—i—lfm{1—-—rH N
L R L I W

. | . . . | . . . 0 . . L . L
2000 4000 6000 0 50 100 150 200 250

L/a L/a

Fig. 4. L-dependence of the averaged dimensionless conductance, (g) for zigzag nanorib-
bon with N = 10, (a) d/a = 1.5 (no inter-valley scattering), (b) d/a = 0.1 (inter-valley
scattering). Here up = 1.0, and n;pmp. = 0.1. More than 9000 samples with different
impurity configuration are included in the ensemble average.

In Fig. 4(b), the nanoribbon length dependence of the averaged con-
ductance for SRIs is shown. Since SRI causes the inter-valley scattering
for any incident energy, the electrons tend to be localized and the averaged
conductance decays exponentially, (g) ~ exp(—L/¢), without developing a
perfect conduction channel.

As the effect is connected with the subtle feature of an excess mode in
band structure, it is natural that the result can only be valid for sufficiently
weak potentials. For potential strengths comparable to the energy scale of
the band structure, e.g. the energy difference between the transverse modes,
the result should be qualitatively altered.?%

3.3. Graphene nanoribbons with generic edge structures

As we have seen, zigzag ribbons with long-ranged impurity potentials retain
a single PCC. This PCC originates for the following two reasons: (i) The
spectrum contains two valleys (two Dirac K 4-points) which are well enough
separated in momentum space as to suppress intervalley scattering due to
the long-ranged impurities, (ii) the spectrum in each valley is chiral by
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Fig. 5. (a) The primitive vectors for nanoribbon with the general edge structures. The
translational vector is defined as T' = (m,n) = ma1 + naz, and the ribbon width is
defined by the vector W = (0,1) = laz. The number of carbon atoms in the unit cell is
2(I+1)m. The corresponding energy band structures of W = (0, 20) for (b) T' = (—4, 3)
and (c¢) T = (—6,5). Here ar is the effective lattice constant which is given as |T|.

possessing a right- and left-moving modes which differ by one in number,
and so scattered electrons can avoid in one channel backscattering.

We extend our analysis to the electronic spectrum of nanoribbons for
which the ribbon axis is tilted with respect to the zigzag axis and keep
the balance between A- and B-sublattice sites. In Fig. 5(a), we show the
definitions of coordinates and primitive vectors which specifies the geometry
of the ribbon. For this purpose we introduce the two vectors, T = (m,n) =
may + naz and W = (0,1) = lag, where I,m,n are integers. The pure
zigzag ribbon corresponds to m = —n and the pure armchair edge is given
by m = n.

Figures 5(b) and (c) show the energy band structures of ribbons with
the general edge structures of W = (0,20) and (b) T = (—4,3) and (c)
T = (—6,5) are shown. As we expected, the partially flat bands due to
localized edge modes appear which break the balance between left- and
right-going modes in the two valleys. Both examples are rather close to
the zigzag edge so that the two valleys are well separated. In this case
PCC can appear. If the geometry of the ribbons deviates more strongly
from the zigzag condition, the valley structure will become less favorable
for creating a PCC, as the momentum difference between valleys shrinks.
It is important to note that the extended unit cell along these generalized
ribbons reduces the valley separation drastically through Brillouin zone
folding. The length scale is the new effective lattice constant ar along the
ribbon. Under these circumstances the condition for long-ranged impurity
potentials is more stringent, d being larger than a7 and not a.
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NL=30 (Az =0.14870), Na=20 : J
No. of channel at right ribbon  — =

ZAZ ---

Mi=32 (Asa =0.160y0), Ma=20
No. of channel at right ribbon  — =

AAA ---

AZA — 7727 —

3
1
v

E/Asa E/As2

Fig. 6. (a) Armchair ribbons with armchair junction (AAA-junction, bule dotted line)
and zigzag junction (AZA-junction, red solid line). (b) Zigzag ribbons with armchair
junction (ZAZ-junction, blue solid line) and zigzag junction (ZZZ-junction, red dotted
line). (c) Conductance as a function of energy in armchair ribbon junctions. The width
of left and right ribbons are M = 32 and Mg = 20. Conductance mostly remains unity
in the AAA-junction while the zero conductance dip appears in the AZA-junction at
E = 0 for the single-channel energy regime (|E| < AQA)' (d) Conductance as a function
of energy in zigzag ribbon junctions. The width of left and right ribbons are Ny, = 30
and Np = 20. Conductance mostly remains unity in the ZAZ-junction while several zero
conductance dips appear in the ZZZ-junction at non-zero energies for the single-channel
energy regime (|E| < Af,z).

4. Transport Properties through Graphene Junction

In this section, we study the electronic transport in GNR junctions. Here,
we consider GNR junctions as shown in Figs. 6(a) and (b). Junctions
are classified into the armchair ribbon with armchair edge junction (AAA-
junction), that with zigzag one (AZA-junction), the zigzag ribbon with
armchair edge junction (ZAZ-junction) and that with zigzag one (ZZZ-
junction). The width of left (right) armchair ribbon is defined by My (Mg)
while that of zigzag one is by N (Ng). Here we note that the armchair
ribbon is metallic only for Mz, gy = 31 — 1 (I : integer) while the zigzag
ribbon is always metallic.

Figures 6(c) and (d) show the energy dependence of the conductance
for armchair and zigzag ribbon junctions, respectively. We set (M, M) =
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(32,20) and (N, Ng) = (30,20). The energy is normalized by AL , (AL ),
denoting the end of single-channel energy regime of the left wider armchair
(zigzag) ribbon. These energy scales are related to the ribbon width by
AL, ~ \Brya/2W and AL, ~ 3v/31y0a/8W where W = (M, + 1)a/2
and W = \/g(N 1, + 1)a/2 for armchair and zigzag ribbons, respectively.
The maximum conductance is limited by the number of channel at the
right narrower ribbon (black dotted line in Figs. 6(c) and (d)).

The behaviour of conductance strongly depends on junction structure
in the single-channel energy regime (| E| < A5L~,(A,Z)) while it does not in the
multi-channel one (|E| > ASL, (A, Z)). In the single-channel energy regime,
the conductance mostly remains unity in the AAA-junction while the zero
conductance dip appears in the AZA-junction at £ = 0. This zero con-
ductance dip is due to the anti-resonance induced by the coupling between
a continuous state at ribbon and a localized state at zigzag edge junction.
In addition, the junction region is mainly semiconducting and works as
a barrier for low-energy transport in the AZA-junction since the ribbon
width are narrowed as My — 1, M — 2,---. Hence, by the combination of
a resonance and a barrier effect, the width of zero conductance dip in the
AZA-junction is rather wide and the FWHM (full width at half maximum)
can be roughly estimated as ASL’ 4- On the other hand, the junction region
is always metallic or semiconducting in the A AA-junction since the ribbon
width are narrowed as My — 3, My —6,---.

In the ZAZ-junction, the sharp zero conductance dips appear in the
vicinity of the end of single-channel energy regime (F ~ :I:Ag 7). In zigzag
ribbons, propagating electrons belong to one of two valleys in the single-
channel energy regime while the second channel will be opened in both
valleys as the energy of incident electrons increases. Since the group velocity
of a second channel is almost zero at the bottom of subband, the second
channel in the other valley works as a bound state similar to the zigzag
edge state at £ = 0. The FWHM of dips can be roughly estimated as
AL 1/20 in our numerical simulation performed for several different values
of the ribbon width N, and the width difference AN = Ny — Nk within
the range N1, /3 < AN <2N./3.

In the ZZZ-junction, several zero conductance dips appear at non-zero
energies. This is due to the energy level splitting induced by the coupling
between the edge-localized state on A-sublattice at ribbon and the edge-
localized states on B-sublattice at junction. Moreover, the coupled states
have different nodes as the width difference AN is getting larger.?°
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5. Summary

In this paper, we have presented a brief overview on the transport prop-

erties of graphene nanoribbons focusing on the effect of edge shapes and

impurity scattering. We have seen that the degree of freedoms with respect

to edge structures can be a source of wide variety of electron transport phe-

nomena such as perfectly conducting channel and zero-conductance Fano-

resonances, which will serve to design the nano-carbon electronics devices.
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We present a review of our experiments on graphene transistors in its potential
use as atomic film switching devices. As the preparation of the bilayer
graphene, a quick formation method to precisely confirm the number of layers
is required. Fabrication of gate electrodes specialized for the graphene system
is also useful in the application of a high electric field in the graphene
transistor. In this short review paper, our original method of fabrication and
structure of gate electrodes for the graphene transistor will be introduced.

1. Introduction

A thin graphite film with atomic scale thickness will be one of the key
materials for future electronics. Besides its high mobility [1,2], graphene
is conductive without doping, which eliminates its limitation in device
miniaturization due the uncertainty of dopant position [3]. Furthermore,
the atomic film is ideal to confine conduction carrier into a real two-
dimensional space. The ideal two-dimensional conductor can achieve
efficient switching of the conduction during gate voltage changes even
though transistor size is miniaturized to nano-scale [4]. However, the
intrinsic metallic nature and high carrier density of graphene prevents the
use of graphene channel in semiconductor switching devices. The
resistance tunability under a gate electric field is at most several tens,
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which is far lower than the on/off ratio exhibited in the current switching
transistor. The enhancement of resistance tunability is strongly desired in
order to realize high-performance in atomic graphene transistors [5].
Therefore, further investigation of the gate voltage characteristics in the
graphene is required [6-10].

Here, we introduced our experiments to fabricate graphene transistor
on SiO,/Si substrate to investigate electric conduction under a high
electric field. An original graphene mapping method on the SiO,/Si
substrate and a fabrication method of gate electrode have been
introduced. We also experimentally investigated the transport properties
in the fabrication of graphene transistors with top and back gates.

2. Experimental
2.1. Quick and precise judgment method for number of layers

The graphite films are prepared using the micromechanical cleavage
method [1] from kish, HOPG, or natural graphite on a highly doped
silicon wafer with a 300-nm-thick or 90-nm-thick SiO, layer. On the
Si0O, surface, thin graphite films with various thicknesses, including the
graphenes, are randomly spread around. Among the graphite films,
suitable graphene films should be efficiently selected. Monolayer
graphene is commonly judged from the color of the optical-microscope
image [1,11,12]. Precise determination of the number of layers by
Raman spectroscopy [13,14] shows that the optical-microscope method
is reliable and reproducible for an experienced observer. It is known that
a green optical filter improves visibility of thin layers in the optical
microscope observations [11,12]. Oostinga et al. successfully distinguished
between the monolayer and bilayer graphene by using the absolute green
intensity in digital images [15].

We use a charge-coupled device (CCD) mounted on an optical
microscope to obtain direct green images of graphene films. The light
detected by the CCD is separated into red, green, and blue (RGB)
components for each pixel. Each component is recorded in 256
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Fig. 1. (a) Original image of the graphene films on 300-nm-thick SiO,/Si substrate. The
image was taken using a CCD mounted on an optical microscope. The image can be
separated into the (b) red, (c) green, and (d) blue images by a conventional graphics
software.

intensity-levels, and combined in a picture image. In this way, the picture
image (Fig. 1(a)) can be resolved into R/G/B images (Figs. 1(b)-(d)) by
conventional graphic software. The residual glue from adhesive tape is
prominent and causes noise in the red image. The blue image has
relatively poor contrast in comparison with the green image. This
difference is consistent with the use of the green filter to obtain better
contrast in the optical-microscope observations. The green image taken
by the CCD has the advantage of direct and clear pixel-bit information
on the green intensity over other optical methods.

From the green image map (Fig. 2(a)), the pixel percentage histogram
in the dotted frame is obtained (the dotted line in Fig. 2(b)). Five peaks
with equal intensity intervals are separately observed (inset in Fig. 2(b)),
indicating that these are five pixel regions with different green-contrast.
The peak with the highest green-intensity (at ~133 in the intensity level)
is from the substrate, as confirmed by the image without graphene. Then,
the framed region in Fig. 2(a) contains four different thicknesses. Each
percentage of the observed pixels depends on the occupied area in the
dotted frame. This histogram is used as a reference to judge the number
of layers of a target sample (in a red frame in Fig. 2(c)). We also make a
green intensity histogram for the target sample (a red curve in Fig. 2(b)).
After normalizing the intensity of the sample by using the intensity from
the substrate, we compare the peak positions in the histogram of the
target with those in the reference (Fig. 2(d)) to judge the number of
layers in the target.
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Fig. 2. (a) Green data image of graphene films containing various number of layers.
(b) Number of pixels in the dotted frame in (a) was plotted as a dotted line with respect to
the detected green intensity (b). The inset shows the Green intensity plot depending on
the number of layers of the graphene film. Another example of a film from the red frame
in (c) is shown as a red line. These two films are directly compared after normalization
with respect to the green intensity of the substrate, as shown in (d). Here, the absolute
intensity was slightly changed when the image was slightly defocused, or the optical light
intensity was changed. However, the interval of the normalized green intensity is always
nearly constant. This method can recognize 1 to 6 layers as discrete intensity peaks.

2.2. Device fabrication process

Graphene films cleaved from Madagascar natural graphite are fabricated
into field effect transistor. Source and drain electrodes (50-nm-thick Au
with 5-nm-thick Ti) are fabricated by electron-beam lithography and
thermal evaporation of the metals. The electrodes show ohmic contact
with the graphene with a typical resistance of less than a few kQ.
Subsequently, a 30-nm-thick aluminum film is directly deposited
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Fig. 3. (a) Optical microscope image of the graphene transistor fabricated on SiO,/Si
substrate. After forming the source and drain electrodes, the aluminum gate was directly
evaporated onto the graphene surface. Although this process has no intentional insulator
layer at the interface between the graphene and the aluminum film, the interface
aluminum can be partially oxidized in air. Because the oxidation is only around the
surface of the film and the interface and the inside of the aluminum film remains as the
conductive aluminum, the aluminum film evaporated on the graphene can be used as the
gate electrode. (b) Schematic of the transistor structure with measurement circuit system.
(c) Schematic of the ambipolar semiconductor film with a top-gate and a back-gate. In
the experiment, the ambipolar semiconductor was the graphene channel. The channel was
separated from the back gate by a distance d,, (d,=300 nm in the experiment) with a gate
insulator SiO, film (dielectric constant £=3.9¢,), and from the top-gate by a distance d,
with a self-assembled insulating layer (&).

between the source-drain electrodes using the process similar to the
contact formation (Figs. 3(a) and (b)). Although an intentional insulator
layer was not introduced between the Al top gate and the graphene, the
Al electrode and the graphene were naturally insulated after exposing the
device to air for several hours [8]. The resistance between the gate and
the source (or drain) electrodes automatically far exceeds 100 MQ, and
the interior remains intact because the Al electrode remains conductive.
The most possible oxidation source is the atmospheric oxygen, which
could diffuse into the interface layer between the Al and the graphene,
due to the fairly weak physical contact between Al and graphite [16-18].
The oxygen gas absorbed on the graphite surface could also contribute to
the oxidization process. However, the amount of oxygen atoms adsorbed
on the graphene surface would be insufficient to form the nm-thick
oxidation layer (the thickness is estimated below). Thus, we speculate
that the oxygen was mainly supplied from the air. Once the top gate
dielectric layer is formed, the current from the top gate electrode to the
graphite can hardly be measured, thus exhibiting insulating properties.
The proposed top gate fabrication method is superior to other methods
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with high gate efficiency and it is a simple fabrication process. The
highly doped substrate is used as a bottom gate electrode, while the Al
electrode with the self-formed insulator is used as the top gate electrode
in the dual gate graphene transistor. Electric conduction of the graphene
can be tuned by the two gate voltages in the dual-gate structure.

2.3. Top gate capacitance

Capacitance between the top gate and the graphene channel is estimated.
We consider the relation of an electric field E; (E;) between the channel
and the top-gate (back-gate) to the electric potential of the channel ¢.
(Fig. 3(c)). The electric fields and the electric potentials are related by
Voe—@. = Evd, and @.—V,, = Ed,. When the channel contains charges with
density ¢, an equality £E—&FE,= g is obtained from Gauss’s law, where
€ and €&, are the dielectric constant of the top gate and the back gate
insulators respectively. From these three equations, we have the
following equation:

d‘v +Zb bg—(1+a)d—¢ —q (1)

t t

where 0=(g,/d,)/(€/d,). At the charge neutrality point (¢=0 and V., =V.),

the Eq. (1) becomes jv + 5 d = (1+a)§¢c When the source-drain bias
t b t
is small enough, ¢. i = &l 5 The
dV g ld,

quantity o corresponds to the ratio of the back gate capacitance cp= &/dy

£ =0.013

to the top gate capacitance c=¢€/d; for unit area. Using a=—Z“//
obtained as a device parameter in the experiment (Fig. 3), 8bbg: 3.9¢
(&g : dielectric constant of vacuum) from dielectric constant of Si0,, and
d»=300 nm, we can estimate the top gate capacitance per unit area, ¢, =
e/d, = (e4dy)/a = 8.9%107> F/m?. Assuming that & = 5-9¢, for Al-oxide,
the thickness of the top-gate insulator is estimated to be 5-9 nm. Note
that formation of such a thin insulating layer would be difficult using
conventional method, such as vacuum evaporation.
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Fig. 4. Resistance as a function of Vi, at V.= -90, -60, -30, 0 V for (a) monolayer and
for (b) bilayer graphene. The resistance enhancement can be observed in the bilayer
graphene under the high electric field.

2.4. Conductance control in graphene by dual gate voltages

The electric conduction in the bilayer graphene can be changed by the
electric filed generated by the dual gate voltages (Fig. 4). The charge
neutrality resistance peak indicated that the transition between the p-type
and the n-type conduction was observed commonly in any graphene and
thin graphite films. In a monolayer graphene, the charge neutrality
resistance was never enhanced even though the high electric field
between the dual gates was increased (Fig. 4(a)). In a bilayer, however, a
clear resistance enhancement was observed as the electric field was
increased (Fig. 4(b)). The difference in the electric conduction was
attributed to the intrinsic conduction mechanism in the monolayer or the
bilayer graphene.

The conduction possibly contains two important components. One of
them stems from the conduction due to the variable range hopping
conduction via localized states [13]. Another component is assumed to
be transport related to the band gap enhanced only in the electric field. In
a conductance plot of the ambipolar behavior in a top-gate voltage scan,
when the resistance is enhanced in the bilayer graphene, the conductance
closely approached zero conduction. Voltage difference extracted from
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the threshold of the p-type and the n-type region in the top-gate voltage
scan is typically 0.5 V at the gate electric field of 1.4 V/nm, and strongly
dependent on the applied electric field. The subthreshold region in the
bilayer graphene implies an existence of the band gap when the electric
field is applied.
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Chapter 12

Kondo Physics in Graphene

K. Sengupta
Department of Theoretical Physics,
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Jadavpur-700032, Kolkata, India

We review a part of the recent progress on Kondo physics in graphene
stressing on the gate voltage induced crossover phenomenon. We also
point out that a signature of the unconventional nature of this Kondo
physics can be probed by STM experiments.

1. Introduction

Graphene, a two-dimensional single layer of graphite, has been recently
fabricated by Novoselov et. al.! This has provided an unique opportunity
for experimental observation of electronic properties of graphene which has
attracted theoretical attention for several decades.? In graphene, the en-
ergy bands touch the Fermi energy at six discrete points at the edges of
the hexagonal Brillouin zone. Out of these six Fermi points, only two
are inequivalent; they are commonly referred to as K and K’ points.®*
The quasiparticle excitations about these K and K’ points obey linear
Dirac-like energy dispersion. The presence of such Dirac-like quasiparti-
cles is expected to lead to a number of unusual electronic properties in
graphene including relativistic quantum Hall effect with unusual struc-
ture of Hall plateaus.> Recently, experimental observation of the unusual
plateau structure of the Hall conductivity has confirmed this theoretical
prediction.® Further, as suggested in in a recent work,” the presence of
such quasiparticles in graphene provides us with an experimental test bed
for Klein paradox,® and leads to novel Lorenz boost type phenomena.? Fur-
ther, the normal metal-superconductor (NS) and normal metal-insulator-
superconductor (NIS) junctions of graphene also exhibit unconventional

189
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behavior of tunneling conductance.!®13 In particular, it has been shown in
Refs. 11, 12 that the subgap tunneling conductance of graphene NIS junc-
tions, in contrast to its counterpart in conventional NIS junctions, is an
oscillatory function of the barrier strength of the applied barrier strength.
Similar unconventional oscillatory behavior was also observed in for critical
current I, in graphene Josephson tunnel junctions. 314

An extremely interesting phenomenon in conventional metal systems
is the Kondo effect which occurs in the presence of dilute concentration
of localized quantum spins coupled to the spin-degenerate Fermi sea of
metal electrons.’® The impurity spin-electron interaction then results in
perfect or partial screening of the impurity spin as one approaches zero
temperature. It also results in a sharp ‘Kondo Resonance’ in electron spec-
tral functions. Recent developments in quantum dots and nano devices
have given new ways in which various theoretical results in Kondo physics,
which are not easily testable otherwise, can be tested and confirmed exper-
imentally.'® Most of the early studies in Kondo effect were carried on for
conventional metallic systems with constant density of states (DOS) at the
Fermi surface.!” Some studies on Kondo effect in possible flux phases,'®
nodal quasiparticles in d-wave superconductors,'® Luttinger liquids,?° and
hexagonal Kondo lattice,?! for which the DOS of the associated Fermions
vanishes as some power law at the Fermi surface, has also been undertaken.
Recently, there has been a interest in study of the physics of magnetic im-
purities in graphene.?> 27 The purpose of this article is to articulate a part
of this recent progress.

2. Analysis of the Kondo Model

The crucial requirement for occurrence of Kondo effect is that the em-
bedded impurities should retain their magnetic moment in the presence of
conduction of electrons of graphene. We will not quantitatively address the
problem of local moment formation in the presence of Dirac sea of elec-
trons; this has been recently addressed in Ref. 27. A shown in Ref. 27, the
large band width and small linearly vanishing density of states at the fermi
level in graphene should make survival of impurity magnetic moment easier
than in the conventional 3D metallic matrix. In fact, a detailed calculation
shows that Cobalt atoms may lead to an effective moment of % or //2 when
placed at the center of the graphene hexagon.?” In the rest of this article,

we shall therefore use the Kondo Hamiltonian?® as our staring point.
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Our analysis begins with the Hamiltonian for non-interacting Dirac elec-
tron in graphene. In the presence of a gate voltage V', the Hamiltonian can
be expressed in terms of electron annihilation operators W* A(B)a At sublat-
tice A(B) and Dirac point s = K, K with spin o =1, | as

= [ (w003, 00)

eV hup(ky — isgn(s)ky) s, (k)
" (hvpacx o) (i) M

where sgn(s) = 1(—1) for s = K(K’), vr is the Fermi velocity of graphene,
and all repeated indices are summed over. In Eq. (1) and in rest of the work,
we shall use an upper momentum cutoff k. = A/(hvg), where A ~ 2eV
corresponds to energy up to which the linear Dirac dispersion is valid, for
all momenta integrals.

Equation (1) can be easily diagonalized to obtain the eigenvalues and
eigenfunctions of the Dirac electrons: Fy = eV +hvpk where k = (ks, ky) =
(k,0) denote momenta in graphene and

(w3 up) = 1/V2 (1, £exp (isgn(s)f)) - (2)

Following Ref. 18, we now introduce the £ fields, which represents low
energy excitations with energies F, and write

Z uF €5, = 1/V2(E . () + €, (K)),
Ba(k) = exp(w)/ V2(E54 (k) — €2, (K)). (3)

In what follows, we shall consider a single impurity to be centered
around x = 0. Thus to obtain an expression for the coupling term be-
tween the local moment and the conduction electrons, we shall need to
obtain an expression for ¥(x = 0) = ¥(0). To this end, we expand the ¢
fields in angular momentum channels

oo

Eall)= Y e™Er(k), (4)

where we have written k = (k,60). Substituting Eq. (4) in Eq. (3), we
obtain, after some straightforward algebra,

k
¢ kdk sgn(s)s —sgn(s)s
Ba \/—/ (k) - g—a (k)> s

5 (0 f/ RAR (€95, (k) + €%, ()) (5)
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Note that ¥p(0) receives contribution from m = 41 channel while for
W 4(0), the m = 0 channel contributes. The Kondo coupling of the electrons
with the impurity spin is given by

N, Ny N, NZ-1

c

Hi= 553 0 D > Uil 0 uis(0)s", (6)

¢ s=11=1 a,p=1 a=1

where g is the effective Kondo coupling for energy scales up to the cutoff A,
S denotes the spin at the impurity site, 7 are the generators of the SU(N,)
spin group, and we have now generalized the fermions, in the spirit of large
N analysis, to have N, flavors (valley indices) Ny colors (sublattice indices)
and N, spin. For realistic systems Ny = N, = N, = 2. Here we have
chosen Kondo coupling g to be independent of sublattice and valley indices.
This is not a necessary assumption. However, we shall avoid extension of
our analysis to flavor and/or color dependent coupling term for simplicity.
Also, the Dirac nature of the graphene conduction electrons necessitates
the Kondo Hamiltonian to mix m = 1 and m = 0 channels (Egs. (5) and
(6)). This is in complete contrast to the conventional Kondo systems where
the Kondo coupling involves single angular momentum channel.

The kinetic energy of the Dirac electrons can also be expressed in terms
of the ¢ fields:

o0

H0:/0 kdk 3 Z(E+ gmatems

m=—0o0 S,

+E- (k)T Tem). (7)

Typically such a term involves all angular momenta channels. For our
purpose here, it will be enough to consider the contribution from electrons
in the m = 0, &1 channels which contribute to scattering from the impurity
(Egs. (5) and (6)). To make further analytical progress, we now unfold the

range of momenta k from (0,00) to (—00,00) by defining the fields cf ,),

(k) \/Wgo( =) (1K), k>0,

0 n s
q@ak= —WVIRIEZTE T (kD). k<0, (8)
so that one can express the W fields as \Ifil(B)a = Oooo gﬁ VK| 01(2)a

In terms of the €1(2)a fields, the kinetic energy (in the m = 0, £1 channels)
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and the Kondo terms in the Hamiltonian can therefore be written as

ke
Hy = / dk/(2m)Exeies,

c

= g/(87%k?) / / Ik K dkdk!

x (cad (k) 725 cia(W” )sa) , 9)

where E = eV + hvpk and summation over all repeated indices are as-
sumed.

Next we follow standard procedure?® of representing the local spin by
SU(N.)Fermionic fields f, and write the partition function of the system
in terms of the f and c fields

= /DCDCTDfoTDee—S/h, S=S8y+ 51 + Sz
Bh ke
So = / dr / dk/ (2n) (cfj (k, )Gy tes, (K, T))
0 —ke

Bh ke ke
Sy = J/(47T2ch'g)/0 dT/_k /_k V| F |dkdk!
x [ () 7 i 7)) ()7 £5(7)]
Bh
So= [ ar [(FA) 0, + () £o() — )G (10)

where Gal = hO; + Ej is the propagator for ¢ fields, J = gN./2 is the
renormalized Kondo coupling, we have imposed the impurity site occupancy
constraint

> fifa=Q (11)
using a Lagrange multiplier field (7).
We now use the identity?°
TapTys = Nedasdsy — Oapdys (12)

and decouple S; using a Hubbard-Stratonovitch field ¢;. In the large N
limit one has S = Sy + Sy + S3 + S4, where

Sy = /ﬁh/ |kdk *S( )C?J(km)fa(T)Jrh.c)

54—Nk2/J/ dr ;> (1) 65 (7). (13)
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Note that at the saddle point level (¢7) ~ <Za cls(jfa> so that a non-zero
value of ¢; indicates the Kondo phase. In what follows, we are going to
look for the static saddle point solution with ¢ (7) = ¢ and €(1) = €.%
In this case, it is easy to integrate out the ¢ and f fields, and obtain an
effective action in terms of ¢y and ey and one gets S’ = S5 + Sg with

S5 = —BhN Tx [In (ihw, — €9 — NsNpdpi Gy (iw, Vo)),

So = B (NJNNgR2 [0l /7 = e0@) (14)
where Tr denotes Matsubara frequency sum as well as trace over all matrices
and the Fermion Green function G{(ip,,q) = G} is given by'®

A E (ipn — q) In [1/ |ipn — qlﬂ : (15)

G =———
0 2r(hvp

where, in the last line we have switched to dimensionless variables p, =
hwy, /A and ¢ = eV/A.

One can now obtain the saddle point equations from Eq. (14) which are
given by 05’ /d¢y = 0 and §5’/deg = 0. Using Egs. (14) and (15), one gets
(after continuing to real frequencies and for 7' = 0)

0
1/7 = =A/(rhork2)? [ dpGolp—v = BaGo/2),
-1

0

Q/N, = 1/(2#)/ dpv(p —v — DoGo/2)7 1, (16)

-1
where we have defined the dimensionless variable Ay = NyNs|¢ol?/
(mh?v%), p = hw/A, Gy = 2m(hvp)2Gh /A, v = €y/A > 0, and have used the
energy cutoff A for all frequency integrals. At the critical value of the cou-
pling strength, putting v = 0 and Ay = 0, we finally obtain the expression
for J.(¢,T)

Je(q,T) = Je(0) [1 - 2¢In (1/¢%) In (kpT/A)] " (17)

where the temperature kT is the infrared cutoff, J.(0) = (rhvpk?)?/A =
m2A is the critical coupling in the absence of the gate voltage, and we have
omitted all subleading non-divergent term which are not important for our
purpose. For V' = 0 = ¢, we thus have, analogous to the Kondo effect in
flux phase systems,'® a finite critical Kondo coupling J.(0) = 72A ~ 20eV
which is a consequence of vanishing density of states at the Fermi energy for
Dirac electrons in graphene. Of course, the mean-field theory overestimates
Je. A quantitatively accurate estimate of J. requires a more sophisticated
analysis which we have not attempted here.



Kondo Physics in Graphene 195

The presence of a gate voltage leads to a Fermi surface and consequently
Je(q, T) — 0 as T — 0. For a given experimental coupling J < J.(0) and
temperature T', one can tune the gate voltage to enter a Kondo phase. The
temperature T*(q) below which the system enters the Kondo phase for a
physical coupling J can be obtained using J.(g, T*) = J which yields

kpT* = Aexp [(1— J.(0)/)/(2q1[1/¢)] (18)

For a typical J ~ 2eV and voltage eV ~ 0.5V, T* ~ 35K.3° We stress that
even with overestimated J,., physically reasonable J leads to experimentally
achievable T™ for a wide range of experimentally tunable gate voltages.
Next, we discuss the possible ground state in the Kondo phase. In the
absence of the gate voltage a finite J. implies that the ground state will
be non-Fermi liquid as also noted in Ref. 18 for flux phase systems. In
view of the large J. estimated above, it might be hard to realize such a
state in undoped graphene. However, in the presence of the gate voltage, if
the impurity atom generates a spin half moment and the Kondo coupling
is independent of the valley(flavor) index, we shall have a realization of
two-channel Kondo effect in graphene owing to the valley degeneracy of
the Dirac electrons. This would again lead to overscreening and thus a
non Fermi-liquid like ground state.!” The study of details of such a ground
state necessitates an analysis beyond our large N mean-field theory. To our
knowledge, such an analysis has not been undertaken for Kondo systems
with angular momentum mixing. In this work, we shall be content with
pointing out the possibility of such a multichannel Kondo effect in graphene
and leave a more detailed analysis as an open problem for future work.
The role of the scattering of graphene electrons from the impurity needs
to be analyzed in details for the above assertion of two channel Kondo
phenomenon. At first glance it seems that it would be impossible to achieve
this phenomenon in graphene since large momenta scattering from point-
like impurities will necessarily lead to channel mixing. However, it has been
recently shown that when the impurity resides at the center of the graphene
this does not happen.?® To understand this phenomenon qualitatively, let
us consider an impurity at the center of the graphene hexagon with short-
range potential. Then the contribution to the scattering amplitude of this
electrons from this impurity is given by S ~ > - V(F)wg(F)z/Jg(F), where
V(r) is a short range potential and ¢ (7) denotes the wavefunction of the
graphene electrons, and the sum over 7 can be thought as sum over graphene
lattice point due to the short spread of the p, orbital wavefunctions in the
graphene plane.?’ Thus the major contribution to the scattering comes



196 K. Sengupta

from the sum of graphene wavefunctions over the six surrounding sites
around the impurity. In graphene, as shown in Ref. 25, the sums of these
wavefunctions at momenta K or K’ vanish; consequently the scattering
from K to K’ is negligibly small. This destructive interference phenomenon,
together with the finite size of the impurity, makes two-channel Kondo
physics in graphene a distinct possibility.

3. Experiments

Next, we discuss experimental observability of the Kondo phenomena in
graphene. The main problem in this respect is creation of local moment in
graphene. There are several routes to solving this problem. First, substi-
tution of a carbon atom by a transition metal atom. This might in princi-
ple frustrate the strong sp? bonding and thus locally disturb the integrity
of graphene atomic net. However, nature has found imaginative ways of
incorporating transition metal atoms in p-7 bonded planar molecular sys-
tems such as porphyrin.! Similar transition metal atom incorporation in
extended graphene, with the help of suitable bridging atoms, might be pos-
sible. Second, one can try chemisorption of transition metal atoms such
as Fe on graphene surface through sp-d hybridization in a similar way as
in intercalated graphite.3? Third, it might be possible to chemically bond
molecules or free radicals with magnetic moment on graphene surface as
recently done with cobalt pthalocyanene (CoPc) molecule on AU(111) sur-
face.?3 This might result in a strong coupling between graphene and impu-
rity atom leading to high Kondo temperatures as seen for CoPc on AU(111)
surface (T, ~ 280K). Fourth, recently ferromagnetic cobalt atom clusters
with sub nano-meter size, deposited on carbon nanotube, have exhibited
Kondo resonance.?*
good candidate for realization of Kondo systems in graphene. Finally, from
quantum chemistry arguments, a carbon vacancy, or substitution of a car-

Similar clusters deposition in graphene might be a

bon atom by a boron or nitrogen might lead to a spin-half local moment
formation. In particular, it has been shown that generation of local de-
fects by proton irradiation can create local moments in graphite.?> Similar
irradiation technique may also work for graphene.

For spin one local moments and in the presence of sufficiently large
voltage and low temperature, one can have a conventional Kondo effect in
graphene. The Kondo temperature for this can be easily estimated using
kgTk ~ Dexp(—1/pJ) where the band cutoff D ~ 10eV, J ~ 2 — 3eV and
DOS per site in graphene p ~ 1/20 per eV. This yield Tk ~ 6 — 150K. The
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estimated value of Tk has rather large variation due to exponential depen-
dence on J. However, we note that Kondo effect due to Cobalt nano-particle
in graphitic systems such as carbon nanotube leads to a high Tk ~ 50K
which means that a large J may not be uncommon in these systems. Recent
STM experiments seems to suggest a Kondo temperature of T' ~ 17K for
Cobalt doped graphene.?” We note that this experiment also shows a vV’
behavior for the tunneling conductance G(V') over a range of the applied
voltage V' from the experimental temperature T to the Kondo temperature
Tk confirming the two-channel Kondo behavior in graphene.

4. Conclusion

In conclusion, we have pointed out that Kondo effect in graphene is un-
conventional and can be tuned by a gate voltage. Kondo effect of such
unconventional nature, where the different angular momentum channels
mix, has previously been theoretically predicted for possible flux phases in
cuprates.'® However, such phases have not been experimentally verified
till date in cuprates. Therefore graphene might provide the first example
of experimental realization of such Kondo physics. Moreover, we have also
shown that it may also be possible to realize non-Fermi liquid ground states
in graphene via multichannel Kondo effect. A detailed study of such ground
states and properties of several physical quantities associated with them is
left as a subject of future research.
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Graphene, single atomic layer of hexagonal carbon atoms, has drawn
a lot of interest because of its unusual electronic properties. As an
emerging new material, an investigation of the effect of time dependent
disorder of graphene devices is hence necessary for both application and
fundamental understanding. Here, we present a systematic study of low-
frequency noise in graphene-based field-effect transistors with varying
number of layers. In single-layer devices, the noise magnitude decreases
with increasing carrier density, which behaved oppositely in the devices
with two or larger number of layers. We have developed a theoretical
model of noise based on a correlated number and mobility fluctuations
due to the underlying traps inside SiO2 substrate. We show that the
variation of noise with carrier density is opposite for linear and parabolic
band structure, and hence can act as a sensitive transport-based tool to
separate single layer graphene from others.

1. Introduction

suspended graphene.

Graphene, a single sheet of carbon atoms, has become a potential candidate
for future electronics.' ® It is the thinnest available material in the world
and the strongest” ever measured. Its charge carriers have the zero effective
mass and can travel micrometer-long distances without scattering at room
temperature. Carrier mobilities as high as 1 x 10* ¢cm?/Vs are now obtained
on SiOy substrate,® which is considerably enhanced (2 x 10° cm?/Vs) in
Graphene can sustain 2 orders higher current
densities than copper,'? shows record thermal conductivity'® and stiff-

9-11

ness. Electron transport in graphene is described by a Dirac-like equation,
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which allows the investigation of relativistic quantum phenomena in a table-
top experiment. In particular, extensive research on single layer graphene
(SLG) and bilayer graphene (BLG) has led to significant improvement in
both material properties, as well as fundamental understanding, for na-
noelectronic applications. Recently, BLG has also emerged as a promising
material in nanoelectronics' because of its ability to control the energy gap
between valence and conduction bands through external means.246:15:16 T
contrast, however, the behavior of few-layer graphene (FLG) devices with
three or more atomics layers remains relatively unexplored.

Graphene was first isolated! by mechanical exfoliation of layered
graphite using a scotch tape. Although delicate and time consuming, this
simple technique provides crystals of high structural and electronic qual-
ity. The alternative route is to grow graphene epitaxially on top of silicon
carbide. Several chemical methods, such as those involving reduction of
graphite oxide,'®! ultrasonic cleavage of intercalated graphite?? are avail-
able to make graphene and graphene based composite materials in large
scale. Recently, large area single crystals of graphene have been grown on
Ni,2122 Cu?? and iridium(Ir),?* and can be put on top of any substrate
like plastic or Si wafers also,?>2¢ which has opened a new possibility for
flexible electronics. The ease of processing can make graphene applica-
ble to many other fields other than electronics, especially in sensors?” and
photovoltaic.28:29

The most explored aspect of graphene physics is its electronic proper-
ties. The linear Dirac-like electronic spectrum has made graphene a unique
condensed matter system. The most direct consequence of Dirac fermion is
the half-integer quantum hall effect,®3° which has been well explained us-
ing relativistic quantum mechanics. Due to the massless carriers and little
scattering, quantum effects in graphene are robust and can survive even at
room T.3! Based on the quantum electrodynamics study, already there are
several predictions of such phenomena as Klein tunneling, zitterbewegung,
the Schwinger production,3? supercritical atomic collapse®® and Casimir-
like interactions between adsorbates on graphene.?* As for experiment,
only the Klein tunneling has been verified in sufficient detail.?>3% How-
ever, for graphene on SiOs, scattering of electrons by optical phonons of
the substrate and the formation of electron-hole puddles limit the mobility
to 40,000 cm?V~!s~1 37 which limits graphene to observe the above such
predictions. By removing the substrate, graphene mobility has increased to
several orders of magnitude, which makes the Dirac-physics more accessi-
ble to us. This has led to the observation of fractional quantum hall effect
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(FQHE) in graphene®®3° and new broken symmetry phase at n = 0 Landau
level in case of bilayer graphene.?® Although, there are several emerging
phenomena, some basic questions about graphene’s electronic properties
need to be addressed. For example, there is no clear understanding about
the scattering mechanism, which limits the mobility, and very little under-
standing about transport properties near n=0 Landau level.*!

One of the important parameter that needs better understanding is
the source of disorder. There are three sources of disorder that are often
discussed in the literature: (1) Intrinsic lattice imperfection and defects,
such as dislocations, point vacancies etc., (2) Rippling of graphene*? when
it is supported by an underlying substrate, which also creates local curva-
ture,*® and hence fluctuation in local chemical potential and effective gauge
fields.2 Both intrinsic ripples and extrinsic roughness of surface have been
considered. Finally, (3) a major source of disorder arises from the Coulomb
potential from the trapped charges buried in the oxide substrate (the ad-
sorbed atom on the graphene surface, such as the water molecules, have
also been shown to have adverse effects on its mobility).

The conventional time-averaged transport measurements seem to be in-
adequate in understanding the effect of disorder in graphene transistors.
Being directly sensitive to the ability of an electronic device to screen ex-
ternal potential fluctuations, the low frequency noise in electrical transport
has recently been shown to reflect the low-energy band structure in single
and BLG devices.**#5 The noise in both cases was found to originate pri-
marily from the fluctuating charge traps inside the SiO9 substrate, similar
to carbon nanotube field effect devices.*® Also, the dependence of noise
magnitude on the gate electric field was found to be opposite for single
and BLG, and was attributed to a field-induced gap formation in the lat-
ter. Noise experiments on multilayer graphene®” also shows the similar gate
voltage dependence like bilayer graphene, which ensure that the bandgap
is not the only reason for the increase in noise with gate voltage.

Here, we propose an analytical model of noise which is based on the
number and correlated mobility fluctuation model described earlier. Then
we show a systematic study of low-frequency noise measurements in four
categories of graphene devices: single layer graphene (SLG), BLG, FLG
with three to five atomic layers, and many-layer graphene (MLG) with
greater than five layers in the device. The gate voltage dependence of noise
in all kind of graphene devices seem to be consisting with our proposed
model. For BLG,* we have used double gated FET devices to tune the
zero gap and charge neutrality points independently, which offers a unique
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mechanism to investigate the low-energy band structure, charge localization
and screening properties of bilayer graphene.

(@ (b)

Fig. 1. (a) Schematic of graphene-transistor consisting of channel dimension W L.
(b) Schematic diagram of energy scale description of trapping-detrapping event where
the tunneling of carriers occurs mainly due to the trap states near the quasi-Fermi level
of graphene. ¢p is the height of tunneling barrier, the distance between the graphene
Fermi level and SiO2 conduction band edge and 7(z) is the time constant associated
with the trapping event at a distance x from the graphene-SiO2 interface.

2. The Correlated Number and Mobility Fluctuation Model

Oxide traps located at the SiOs and 2D electron interface are responsible
for low frequency noise in conventional MOSFETSs. Among various models
proposed to explain 1/ f noise behaviors in MOS transistors, two most popu-
lar models are the number fluctuation and mobility fluctuation model. The
number fluctuation model, originally proposed by McWhorter,*® arises due
to the tunneling transition between the oxide traps and MOSFET channel.
The other model is the mobility fluctuation model, based on Hooge’s em-
pirical relationship?® to fit the noise data for homogeneous semiconductor
and devices.

Due to the underlying similarity in device layout and operating prin-
ciple, we consider that noise in graphene-FET originates from both num-
ber and mobility fluctuations.’® The number fluctuations are caused by
the tunneling of carriers to and from the interfacial oxide traps, while the
Coulomb scattering from the occupied oxide taps gives rise to the mobility
fluctuation in graphene channel.

Figure 1 shows the schematic of a graphene device consisting of channel
of dimension W L. For a carrier density of n, Drude conductivity ¢ =
nep = pQy, where total charge density @,, = en. Hence the change in o
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for infinitesimal changes in p and o can be written as,

bo _bu , 6Qu "
o p Q@n

For sufficiently large oxide thickness, [0Q,| = |0Qr|, where dQr is the

change in trapped charge.

To calculate the contribution from number fluctuations, let’s take a
volume element AV and energy element AFE inside the SiOs such that
the trapping events inside AVAE can be characterized by a single time
constant 7p . We assume that the fluctuations come from the traps situated
a few kgT above or below the quasi-Fermi level of graphene. The power
spectral density of the fluctuation arising from AVAFE is found by taking
the Fourier transform of the autocorrelation of dnayag, given by

T

ﬁ”tr(% E)fr(1— fr)AVAE (2)
T

SpAvVAE =
where ny, is the trap density of states per unit volume times energy, w is
the frequency expressed in radians, fr is the probability of a trap being
filled.

In our model, we assume that the Coulomb potential due to a trapped
charge will also give rise to the fluctuation in mobility. Using Mathiessen’s
rule®® we can write

L1 )

H Havg  MT

where p is the instantaneous mobility, a0y is the time averaged mobil-
ity, from all static scattering mechanism. The term u;l arises from the
Coulomb scattering off the trapped charge that fluctuates between the ox-
ide and graphene. Consider a channel element AyAz, where we concentrate
on the fluctuation in number and mobility of the graphene channel due to
the fluctuation of trap charges in AVAFE inside SiO3. So

1 5QnAyAz) (@)

= ) (]

where X(z) is related to the scattering rate entirely due to the Coulomb
potential of the trapped charge located inside the substrate at a distance x
from graphene.

Simple mathematical calculations show that power spectral density in
the source-drain current consists of three terms

Sy = Sy1+ Sva + Svs (5)
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(WL) 4 14w TT(x)
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(7)

z2 B2
_VBse® [ oy mn@ E)r@) oy
Sys = (Iz/?L) [ E/1 Havg ™" (1) () fr(E)(1 = fr(E))dzdE (8)

The first term arises entirely due to number fluctuation, the second term
describes the joint effect of both number and mobility fluctuation, and the
final term represents the mobility fluctuation alone.

Number fluctuation: For a uniform trap distribution, the integral over
E of ny f7(E)(1— fr(E)) is approximately kgTn.(Er). The limits 21 and
x2 are such that all the traps are taken into account, in our experimental
frequency range. The first term can be calculated by integrating over 7 as

VZge? 1,12

Sy1 = WLQZa" (EF)?(E) 9)

Using typical values of ny,.(Er), we get SV1/V1%5 ~ 10739/ H z, which is far
lower compared to the experimental values obtained in recent experiments.
Moreover, Sy1 o 1/n?, irrespective of the number of graphene layers in
the device. However, in recent noise experiments in graphene it has been
observed that the conductivity noise magnitude in single and multilayer
device behaves oppositely with gate voltage. In case of SLG devices the
noise magnitude goes down with increasing carrier density, while it increases
in case of multilayer devices. These inconsistencies indicate that the number
fluctuations to be only of minor importance in graphene.

Mobility fluctuation: Calculating the integral exactly in (8) is not
straightforward. From (8), we find the mobility fluctuation term mainly
depends on average mobility jiqvg and X. Hence,

SIEROS N (10)
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To get the density dependence of Sy 3 we should calculate the density de-
pendence of ¥ and pgyg. Within the semiclassical model of conductivity
3(x) can be expressed as

T n A, 1

N(r) = (=) (11)

ekpvp TC Nimp

where 7, as the scattering time arising due to the Coulomb scattering only
and we have taken 6Q) ~ nmp, the density of charge impurities trapped
at the SiOs interface. Using the expressions for the scattering rates, cal-
culated for both single®>%® and bilayer /multilayer graphene®* for Coulomb
scattering, it can be shown from (9) that 3 (z) is independent of density for
both single and multilayer graphene.?® Hence, the density dependence of
noise only arises due to that of ug.g only. The important fact is that the
average mobility of graphene transistors comes from all scattering mech-
anisms, whereas only Coulomb scattering is responsible for the mobility
fluctuations. So one can extract the dependence of jiq,y from the den-
sity dependence of the Drude conductivity o = nepqyq. We focus on the
most relevant experimental situation, where qrr/2kpr > 1. Recently,?? >
the density dependence of o has been calculated within Thomas-Fermi ap-
proximation for both single and bilayer /multilayer graphene for all possible
scattering mechanisms. In Table 1, a comparison of density dependence of
o for various scattering mechanisms has been summarized.

Table 1. Dependence of o for various scattering
mechanisms in experimentally relevant situation
where qrp/2kp > 1.

SLG  BLG/MLG

Bare Coulomb Scattering o~n o~ n?
Screened Coulomb o~n o~n
Short-range scattering o~nd o~

Using Table 1, one can write ji,,, ~ n°, where —1 < 8 < 0 for SLG
and 0 < 8 < 1 for BLG and MLG. Hence, the contribution from mobility
fluctuations Svg/Vl%S ~ n?? which predicts that in case of SLG the noise
magnitude always decreases with density, whereas, for BLG, the noise power
spectral density increases with increasing density. This opposite behavior is
a direct consequence of the band structures. In case of multilayer graphene
we expect noise to behave in the same way as BLG because of their similar
parabolic band structure. Noise can form an excellent probe to detect SLG
from other forms of graphene.
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3. Experimental Section

3.1. Sample preparation and characterization
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Fig. 2. (a) Raman spectra for SLG, BLG, FLG, and MLG showing the characteristic
G and 2D peaks (b) Gate voltage characteristics of graphene devices: for comparison,
the ratio of resistivity (p) and the resistivity at the CNP (pp) are plotted as a function
of (V4g — Vp) at T = 100 K. The inset shows the optical micrograph and outline of a
typical graphene device. The scale bar is 5um.

Graphene flakes were prepared on 300 nm SiO on nt* doped silicon
substrate (the backgate) by micromechanical exfoliation of highly oriented
pyrolytic graphite (HOPG). All flakes were characterized by Raman spec-
troscopy,®® and subsequent atomic force microscopy indicated the FLG and
MLG devices in the present case to consist of 3 —4 and ~ 14 layers, respec-
tively. 40 nm gold (99.99%) contacts were defined using standard electron
beam lithography technique. To keep the disorder level comparable, we
have cleaned the Si/SiOg substrates in standard RCA solution (1:1:5 so-
lution of NH4OH (ammonium hydroxide) + H202 (hydrogen peroxide) +
HoO (water) at 75 or 80 °C) followed by acetone and isopropyl alcohol
prior to the graphene deposition. Figure 2(a) shows the characteristic Ra-
man spectra for different graphene flakes where the intensity ratio of the G
peak to the 2D peak can be seen to increase with increasing layer number.
Figure 2(b) shows the gate voltage characteristics of the devices. In all the
cases, charge neutrality point (CNP) was shifted to a finite gate voltage
due to the intrinsic doping (see Fig. 3 also), primarily arising from the im-
purities inside the SiOs. Hence in order to compare the influence of gating
we have plotted the ratio of resistivity to that at the CNP as a function of
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(Vbg — Vp), where Vp is the backgate voltage at CNP. Figure 2(b) clearly
demonstrates the ambipolar transistor action in all devices, although the
effect of gating decreases with increasing layer numbers. Mobility of SLG,
BLG, FLG, and MLG devices was calculated to be 1100, 1160, 2450, and

1200 cm? V~! s7! respectively.
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Fig. 3. The resistance and the normalized noise power spectral density (Ng) as func-

tions of back gate voltages are shown for: (a) SLG (b) BLG (c) FLG and (d) MLG
devices at T = 100 K. The thick solid lines are guide to the eye. The insets in each fig-

ure correspond to the bandstructure at particular voltages for corresponding graphene
flake.

3.2. Noise characteristics in graphene based FET devices

Noise in the graphene devices were measured in low frequency ac four-probe
method.’” 1In all devices, the normalized resistance noise PSD behaved
as Sr(f)/R%* ~ 1/f, with a ranging from 0.8 — 1.2.45 Here, instead
of focusing on noise magnitude at a specific frequency, we compute and
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analyze the total variance of resistance fluctuations (Ng) integrated over the
experimental bandwidth. Figures 3(a)—(d) shows the variation of N and
the corresponding average resistance as a function of backgate voltage (Viq)
for SLG, BLG, FLG, and MLG devices, respectively. The most striking
observation of Fig. 3 is the unique gate voltage dependence of noise in case
of SLG,*47 noise decreases with increasing n on either side of the CNP (the
Dirac point). But in all other cases, noise magnitude behaves oppositely.
The observed characteristics can be qualitatively explained by our model
described in Sec. 2, which shows that the bandstructure plays an important
role in determining the behavior of noise in graphene. To compare the noise
performance from different devices, people often calculate the dimensionless
parameter vy from the empirical relation given by Hooge,*® Sg/R? =
v (1/(Agnf®) , where Ag is the area of graphene channel between two
voltage probes and n is the density of charge carriers inside graphene.
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Fig. 4. (Color Online) Temperature dependence of Hooge parameter for SLG, FLG and
MLG devices, far from the CNP (n = 2.4 x 10'2/cm?).

Figure 4 shows the variation of Hooge parameter vy in SLG, FLG and
MLG, at a particular density n (2 x 10'2 /cm?) over a wide temperature
(T') range. The exponential increase in gy in all devices with increasing
T could be readily understood in the framework of charging/discharging of
the trap states at SiO5 and graphene interface which are known to be ac-
tivated processes. Our analysis indicates the activation energies (17 + 1.5),
(1740.6), and (22+2) meV in SLG, FLG, and MLG respectively,*” being
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expectedly similar since the devices were fabricated on the same Si/SiOo
wafer. However, the most intriguing aspect of Fig. 4 is nearly two orders of
magnitude lower noise in FLG and MLG in comparison to SLG that was
consistently observed in other similar devices as well. A simple understand-
ing of this can be obtained by considering efficient screening of underlying
trap potential fluctuations for FLG and MLG due to their nearly three di-
mensional character, and existence of parabolic bands that provide finite
DOS at low energies. The three dimensional nature increases with increas-
ing number of layers making most of FLG/MLG structure insensitive to
extraneous fluctuations. Indeed, with considerable field effect behavior,
and with vz ~ 107° — 1079 FLG forms a promising material for low noise
nanoelectronic applications, outperforming competing nanomaterials such
as carbon nanotubes in this respect.

3.3. Noise in dual gated BLG device

In case of BLG, one can break the interlayer symmetry by applying a per-
pendicular electric field across the flake, resulting in a gap between the
conduction and valence band.*'%'6 Recently, the low-frequency fluctua-
tions, or the 1/f noise, in electrical resistance of bilayer graphene has been
shown to be sensitive to its band structure and the increase in noise with
density has been explained by the diminished ability of BLG to screen the
external potential fluctuations in the presence of finite bandgap (A,).4445
However, in noise experiments on BLG so far,** A, has been tuned only by
varying n with a single (back) gate, where a partial screening of the gate po-
tential leads to excess charge in the upper layer, and hence an electric field
between the graphene layers.'® Here, we have measured the low-frequency
resistance noise in spatially extended double-gated BLG devices. The main
objective is to achieve an independent tunability of A, with both n and E,
where FE is the transverse electric field across the electrodes, to separate the
influence of band structure and carrier density on screening. A micrograph
of a typical dual gated device is shown in Fig. 5(a). The resistance (R)- Vi,
characteristics of the device at T' =~ 107 K are shown in Fig. 5(b) for several
different values of V44 spanning between —30 and +30 V. The charge mo-
bility of the device was estimated to be 1160 cm? V—! S~1, which contained
an intrinsic hole doping of —ng & 5.82 x 10''cm™2. When Vbg and Vi, are
different, a finite E is established between the electrodes. Existence of the
electric field-induced band gap becomes increasingly prominent at higher
Vg with increasing R at charge neutrality point.
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Fig. 5. (a) Optical micrograph of the dual gated BLG device used in the experiment.
The scale bar is 10um.(b) Resistance versus topgate voltage for various back gate volt-
ages, ranging from 30 V to —30 V (left to right) with an interval of 5 V. Insets show
schematics of corresponding band structures. (c-e) Electrical transport and noise char-
acterization of a BLG device. The resistance and the normalized noise power spectral
density (Ng) as functions of top gate voltages are shown for various back gate voltages:
(c) 30 V, (d) 0 V, and (e) -30 V. The thick solid lines are guide to the eye. The in-
sets show typical normalized noise power spectra Sg/R?, far from the charge neutrality
point for each back gate voltage. Note that the charge neutrality points and the noise
minimum points are not necessarily the same. This can be explained quantitatively
by considering the noise minimum point in graphene to correspond to zero band gap
between the conduction and the valence bands.

Typical power spectra of resistance noise are shown in the insets of
Figs. 5(c)—(e). Figures 5(c)—(e) show the variation of Nr and the corre-
sponding average resistance as functions of V4 at three different values of
Vig. For all Vyy, Ng shows a minimum at a specific V4, denoted as V;];’ min,
and increases monotonically on both sides of Vt]gv min_ Similar behavior
was observed for noise in BLG nanoribbons as well,** which confirms this

to be an intrinsic characteristic of BLG, although Vt};m” and Vtg min are
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not equal in our measurements, indicating that noise minimum has been
shifted away from charge neutrality in the presence of finite E. More de-
tailed analysis shows that multiple processes involving the charge traps are
active in producing the resistance noise which is intimately connected to
the BLG band structure, being minimum at A4 ~ 0 even if it corresponds

to a nonzero n.*®

4. Conclusion

In summary, we have done a comparative study of low frequency fluctu-
ations in electrical resistance of graphene based field-effect devices with
varying layer thickness. An analytical model of noise has been proposed
based on the number fluctuation between the interfacial oxide traps and
the correlated mobility fluctuation. Gate voltage dependence of noise in
various graphene devices can well be explained using our model, showing
its intimate connection to the bandstructure. Apart from opposite gate
voltage characteristics between multilayer graphene and SLG, a striking
observation in this study is the extremely low magnitude of noise in case
of multilayer graphene, with Hooge parameter as low as 107% at low tem-
peratures. This makes few/multilayer graphene an attractive candidate for
future nanoelectronics. Also, we have measured the low-frequency resis-
tance noise in bilayer graphene flakes as a function of charge density and
inter-electrode electric field. The absolute magnitude of noise is intimately
connected with the BLG band structure, and shows a minimum when the
band gap of the system is zero. The experiments also reveal the charge orga-
nization in BLG-based electronic devices, and the microscopic mechanism
of resistance noise.
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Spin transport in molecular systems has been attracting much attention, because
a weak spin-orbit interaction in molecules allows us to expect good spin
coherence. Although spin injection and spin transport in molecules were not
easily achieved at room temperature, graphene, which is one of the most
attractive materials in condensed matter physics since 2004, provided an ideal
platform to realize and discuss spin injection and transport at room
temperature. We present our study on spin injection into graphene and
important findings of unique spin transport properties in graphene.

1. Introduction

After the first success of fabricating multi-layer graphene and its field
effect transistors (FETs) in 2004 [1], a tremendous number of studies has
been implemented in order to clarify attractive physical features of single-
layer and multi-layer graphene (SLG and MLG) [2-9], which induces much
interest for graphene electronics.

In 2007, introduction of a spin degree freedom to graphene
electronics, namely, establishing a field of graphene spintronics, was
successfully achieved by several groups, including our group, individually
[10-12], where spins were injected, a pure spin current was generated and
the spins were manipulated in SLG and MLG up to room temperature (RT).
The reason why people are attracted by spin injection into carbonaceous
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molecules is based on facts that the low atomic mass of carbon can induce
the weak spin-orbit interaction and that 99% of the carbon isotopes has no
nuclear spin and therefore hyperfine interaction between nuclei and
electronic spins should be weak.

Our group has vigorously investigated spin transport properties in
SLG and MLG in recent several years [10, 13-16]. In this manuscript, we
will describe how to generate a pure spin current in graphene and the detail
of the non-local spin transport, which enables us possible to exclude
spurious signals. Next, we will describe unprecedented robustness of spin
polarization in MLG spin valves at room temperature. Surprisingly, the spin
polarization of injected spins was constant up to a bias voltage of +2.7 V
and -0.6 V in positive and negative bias voltage applications at room
temperature, which is superior to all spintronics devices. Our finding is
induced by suppression of spin scattering due to an ideal interface formation.
[13, 14]. In addition, spin transport and gate-induced modulation of a pure
spin current in SLG, as theory predicts, will be described [15].

2. Experimental

The starting materials used for preparation of the SLG and MLG spin
valves were highly oriented pyrolytic graphite (HOPG, NT-MDT Co.) and
polyimide-oriented highly oriented graphite (Super graphite, Kaneka Co.)
[17]. Graphene flakes were peeled from these materials using adhesive tape.
The flakes were then pushed onto the surface of a SiO,/Si substrate (SiO,
thickness = 300 nm). The typical thickness of the MLG that provided
observable spin injection signals in a spin valve structure was 2-40 nm. In
the case of the SLG spin valves, we have verified that the layer number was
one by using Raman spectroscopy. The non-magnetic and ferromagnetic
electrodes used were Au/Cr (=40/5 nm) and Co (=50 nm), respectively, and
were patterned using an electron beam lithography technique. The width of
the Co electrodes, Col and Co2, were the same, but Co2 possessed a pad
structure in order to weaken the coercive force, and the typical gap width of
the Co electrodes was 1.5 um (see Fig. 1(a)).

All measurements of MR effects were performed at RT. We
introduced a non-local scheme [18] in addition to a conventional local
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Fig. 1. A microscopic image of a graphene spin valve (top), and a non-local measurement
scheme (middle) and a local measurement scheme (bottom) for spin injection into SLG
and MLG.

scheme for excluding spurious signals (see Figs. 1(b) and (c)). One can
detect a non-local output voltage which is induced by position dependence
of electrochemical potential of the generated spin current in the graphene.
Here, spins are injected at ferromagnet(FM)/graphene of the top layer of the
graphene in the injector side (between Col and Aul) as an electric current
and accumulated spins diffuse from Col to Co2 and Au2 (the detector side).
Hence, an output voltage induced by the generated spin current is
determined by an amount of accumulated spins, namely, it is strongly
affected by the interface spin polarization at Col/graphene. In a non-local
scheme, an electric current / is injected from Col into GTF and extracted at
Aul. The voltage difference is measured between Co2 and Au2. The
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non-local voltage, Vioniocas 18 defined as (V,- V.). In a local scheme, an
electric current / is injected from Col into GTF and extracted at Co2. The
voltage difference is measured also between Col and Co2. The “local”
voltage, Vioea, is defined as (V,- V.). The spin injection was investigated
using a four terminal probe system (ST-500, Janis Research Company Inc.)
with an electromagnet. The magnetic field was swept from -400 Oe to +400
Oe in steps of 8 Oe. A source-meter (Keithley Instruments Inc., KH2400)
and a multi-meter (Keithley Instruments Inc., KH2010) were used to detect
spin injection signals. The Hanle effect was investigated using a physical
property measurement system (PPMS, Quantum Design Inc.) at RT. The
magnetic field was swept from -200 mT to +200 mT in ca. 3 mT steps. The
initial magnetization configuration of Col and Co2 was set to be either
parallel or anti-parallel.

3. Results and Discussion

Figure 2 shows a typical spin injection signal in graphene at RT in a non-
local measurement scheme, where an injection electric current was set to be
+1 mA, and clear hysteresis of non-local spin voltage is observed. Here, it
should be noted that anisotropic MR (AMR) signals, as observed in a local
measurement scheme (not shown here, and see ref. [13]) were not observed
in this measurement, which unambiguously indicates that the non-local
measurement can exclude spurious signals in spin injection measurements,
such as AMR signals, and allows us to detect only reliable spin injection
signals. When we have changed the injection electric current from +1 mA to
-1 mA in an MLG spin valve, linear dependence of the spin voltages was
seen as shown in Fig. 3. We have verified that the same linear dependence
was also observed even when we introduced the local measurement scheme
[13]. When we assume that all contact resistances have same values for
simplicity, the non-local output voltage to be expressed as the following
generalized form [19],

2
2P (R—F)Rp . [sinh(i)]_1 Linjecr » (1
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Fig. 2. A typical non-local spin injection signal observed in the graphene spin valves at
RT.
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Fig. 3. The observed linear dependence of the spin voltage for the injection electric
current in the MLG spin-valves.

where P is the spin polarization, A is the spin flip length, L is the gap length
between two FM electrodes, I;,..; is the injected electric current, Rr and
Ry are spin accumulation resistances of FM and NM, respectively, which
is defined as (the conductivity) X (the spin diffusion length)/(the cross-
sectional area). From Eq. (1), it is interpreted that the linear dependence is
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induced by constant spin polarization, and this finding manifested the
robustness of the spin polarization at Co/MLG within £1 mA. It is widely
known that MR ratio in tunnel magnetoresistance (TMR) devices
monotonously decreases as bias voltage increases, which is thought to be
attributed to decrease of spin polarization of injected spins due to
magnon/phonon excitations and the spin signals was a half of the maximum
at +1 V at RT [18]. Such decrease of spin polarization can be an obstacle for
practical applications for MRAM and so on, and much effort has been paid
for overcoming the problem. In the case of graphene, such decrease could be
also a major problem if spin transistor will be fabricated. Here, the sample
resistance was ~200 Q, in which the resistance of one Co electrode wire and
the MLG was measured to be ~50 Q and ~5 Q, respectively. This indicates
that additional resistance (~50 Q each) exists at a Co/graphene interface
although no tunneling barrier such as Al-O was introduced. As a result, the
spin polarization (=MR ratio) of this sample was constant up to ~100 mV at
RT, which is surprising compared with the results of other spin valves,
where no such robustness was observed. In order to determine the maximum
voltage where the spin polarization is constant, another MLG device
(Rau-co~109 Q) was prepared and investigated using the non-local method,
where the sample resistance without the Co wire resistance was ~60 Q.
Although the electrode (not the MLG channel) was broken at 20.3 mA, the
current dependence of the output voltage exhibited very unique behavior,
namely, the output voltage exhibited the linear dependence (robustness of
the spin polarization) until 0.5 V; above 0.5 V, it exhibited sub-linear
dependence. However, even at ~1.2 V, the spin polarization was still 81% of
the initial value (Fig. 4). In addition, further experiments using the other
samples exhibited that the robustness was maintained up to +2.7 V under a
positive bias voltage application and down to -0.6 V under a negative
voltage application (see ref. [13]). More importantly, the robustness was
detected even in a SLG spin valves, where the spin polarization of the
injected spins was constant up to + 1 V whereas it exhibited deviation from
the linear dependence of the spin voltages and no linear dependence in the
negatively biased condition [15]. Although the investigation was not carried
out in detail, it is notable that the similar asymmetry of spin voltages in
positively and negatively biased conditions has been reported by Kawakami
and co-workers in SLG when a spin carrier was hole [21]. Further study
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should be needed, but we believe that the asymmetry is probably ascribed to
a difference of spin propagation directions (spin injection from ferromagnet
to nonmagnet or spin extraction from nonmagnet to ferromagnet) as
observed in CoFe/AlO/Al spin devices [22]. Interestingly, the similar
robustness of spin polarization of injected spins in nonmagnetic channels
was recently observed in Si spin valves by using a non-local technique [23],
and hence the robustness may be an essential nature of group-IV elements
(carbon and silicon).

Next, Hanle-type spin precession experiments were implemented in
order to verify that the obtained signals are ascribed to spin injection into the
MLG. (see Fig. 5). For this purpose, we applied a magnetic field in the y
direction in order to prepare the Co electrodes in a parallel or anti-parallel
magnetization direction, and the field was then removed and a magnetic
field, B, was scanned in the z direction (see Fig. 1). The clear crossing of
parallel and anti-parallel signals was observed at +170 and -170 mT, which
directly indicates that the observed signals were attributed to the spin
injection into the MLG. By using the following equation for spin precession

(18],

P(——)COS(a) t)eXp(——)dt 2
I Lexp(-—

2
Vnon—local _ P
Linjecr OygAl D
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Fig. 5. Modulation of the non-local resistance due to spin precession, as a function of
perpendicular magnetic field. The injection current was set at 300 wA. The red (parallel,
TT) and blue (anti-parallel, 4T) open circles are experimental data, and the red and blue
lines are the result of model fitting.
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Fig. 6. (Left) A typical FET characteristics of a SLG spin FET at RT. Arrows indicate
the directions of the gate-voltage sweep. (Right) Gate-voltage dependence of the
corresponding spin voltages in the SLG spin FET. Arrows indicate the directions of the
gate-voltage sweep. The spin voltages were detected by using a non-local technique.
The signal is the minimum where the conductivity of the SLG is the minimum (the Dirac

point), which directly means that the contact is electrically transparent as we have
designed.
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where ¢ is time, 7 is the spin coherent time and D is a diffusion constant, the
spin diffusion constant D (=2.1 X 107 mz/s), spin flip length Ay (=1.6 um),
spin coherent time 7y (=120 ps), and spin polarization P (=0.09) was
estimated, although it should be noted that this is an approximate estimation
because the Eq. (2) is the only existing expression for the estimation of spin
transport properties in the case of the Hanle type spin precession. The
observed spin coherence is almost same as that reported in SLG [11], and
how to enhance the coherence is the next important milestone.

Finally, a prototypical graphene spin transistor operation using SLG is
introduced. So far, there were several reports on gate-voltage-induced
modulation of spin voltages in SLG spin valves [11, 12]. According to a
theory [19], non-local spin voltage exhibits the following relationships with
conductivity of a nonmagnetic channel as the contact between ferro- and
non- magnets changes:

for an Ohmic contact,

2pP?

Avam— ocal = . 5.5
local (1 _ P2 )2

R L
(é)RF -[sinh(Z)]*‘ Lijeet» (~0n)  (3)

for a tunneling contact

AV 1 P2, L
- = ARm}n—local == 2 exp(_ _) . (4)

When we look back a previous study [11], the gate-voltage dependence of
the spin voltage in SLG spin valves with Al-O tunneling barriers exhibited
an opposite dependence as the theory predicts, namely, the spin voltage was
the smallest at the Dirac point where the conductivity of the SLG was the
minimum although the Al-O tunneling barrier was inserted between Co and
SLG. In the other study, the spin voltage had no obvious gate voltage
dependence. In this sense, it can be said that there is much room for
investigation of gate-voltage dependence of spin signals in SLG spin valves.
We have designed our SLG spin valves as they have no tunneling barriers,
and examined whether the spin voltages are proportional or inversely
proportional. Figure 6 (Left) shows the FET characteristics of our SLG, and
the Dirac point was at the gate voltage of ~5 V. The suppression of the
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source-drain current in the negatively bias region, where the carriers were
holes, was reported to be attributed to the band mixing between Co and SLG
[16]. When we have measured the spin voltages of this SLG spin valves by
using a non-local technique with applying the gate voltages, the spin signals
were strongly modulated by the gate voltages. As shown in Fig. 6 (Right),
the spin signal was the minimum at ~5 V, where the conductivity of the SLG
was also the minimum. In addition, the similar suppression of the spin
signals as observed in the source-drain current was also observed. Hence, it
is concluded that the spin signals can be modulated by the gate voltages as
the theory predicts, which has not been reported in previous studies [25].

Acknowledgments

The authors would like to thank Dr. M. Murakami and Prof. K. Shimizu for
providing source materials for the SLG and MLG, Dr. T. Seki for fruitful
discussion, and S. Tanabe and T. Sugimura for experimental assistance.

References

[1] K.S. Novoselov et al., Science 306, 666 (2004).

[2] K.S. Novoselov et al., Nature 438, 197 (2005).

[3] Y.Zhang et al., Nature 438, 201 (2005).

[4] K.S. Noboselov et al., Science 315, 1379 (2007).

[5] K.. Bolotin et al., Phys. Rev. Lett. 101, 96802 (2008).

[6] H.B. Heersche et al., Nature 446, 56 (2007).

[7]1 J.B. Oostinga et al., Nature Mater. 7, 151 (2007).

[8] C.N.R. Rao, A.K. Sood, K.S. Subrahmanyam, and A. Govindaraj, Angew. Chem.
Int. Ed. 48, 7752 (2009).

[9] A. Das, S. Pisana, B. Chakraborty, S. Piscanec, S.K. Saha, U.V. Waghmare,
K.S. Novoselov, H.R. Krishnamurthy, A.K. Geim, A.C. Ferrari, and A.K. Sood,
Nature Nanotech. 3, 210 (2008).

[10] M. Ohishi, M. Shiraishi, Y. Suzuki et al., Jpn. J. Appl. Phys. 46, L605 (2007).

[11] N. Tombros et al., Nature 448, 571 (2007).

[12] S. Cho et al., Appl. Phys. Lett. 91, 123105 (2007).

[13] M. Shiraishi, Y. Suzuki et al., Adv. Func. Mat. 19, 3711 (2009).

[14] K. Muramoto, M. Shiraishi, Y. Suzuki et al., Appl. Phys. Express 2, 123004 (2009).
[15] N. Mitoma, M. Shiraishi, Y. Suzuki et al., in preparation.

[16] R. Nouchi, M. Shiraishi, and Y. Suzuki, Appl. Phys. Lett. 93, 152104 (2008).



[17]
[18]
[19]
[20]
[21]
[22]
(23]

[24]
[25]

Spin Transport in Single- and Multi-Layer Graphene 225

M. Murakami et al., Carbon 30, 255 (1992).

F.J. Jedema et al., Nature 416, 713 (2002).

S. Takahashi and S. Maekawa, J. Phys. Soc. Jpn. 77, 31009 (2008).

S. Yuasa et al., Nature Mat. 3, 868 (2004).

W. Han, R.K. Kawakami et al., Phys. Rev. Lett. 102, 137205 (2009).

S.0. Valenzuela et al., Phys. Rev. Lett. 94, 196601 (2005).

T. Sasaki, M. Shiraishi, Y. Suzuki et al., Appl. Phys. Express 2, 53003 (2009). ibid,
Appl. Phys. Lett. 96, 122101 (2010). ibid, IEEE Trans. Mag. in press.

T. Kimura et al., Phys. Rev. B 72, 014461 (2005).

Note added: When a masking layer (MgO) was inserted between ferromagnet and
graphene in order to enhance spin signals, the similar gate voltage dependence has
been reported. W. Han, R.K. Kawakami et al., Phys. Rev. Lett. 102, 137205 (2009).






Chapter 15
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Carbon has a unique position among elements in the periodic table.
It produces an allotrope, graphene, a mechanically robust two dimen-
sional semimetal. The multifarious properties that graphene exhibits has
few parallels among elemental metals. From simplicity, namely carbon
atoms connected by pure sp? bonds, a wealth of novel quantum proper-
ties emerge. In classical complexr systems such as a spin glass or a finance
market, several competing agents or elements are responsible for unan-
ticipated and difficult to predict emergent properties. The complex (sic)
structure of quantum mechanics is responsbile for an unanticipated set
of emergent properties in graphene. We call this quantum complexity.
Infact, most quantum systems, phenomena and modern quantum field
theory could be viewed as examples of quantum complexity. After giv-
ing a brief introduction to the quantum complexity we focus on our own
work, which indicates the breadth in the type of quantum phenomena
that graphene could support. We review our theoretical suggestions of,
(i) spin-1 collective mode in netural graphene, (ii) relativistic type of
phenomena in crossed electric and magnetic fields, (iii) room tempera-
ture superconductivity in doped graphene and (iv) composite Fermi sea
in neutral graphene in uniform magnetic field and (v) 2-channel Kondo
effect. Except for the relativistic type of phenomena and Kondo effect,
the rest depend in a fundamental way on a weak electron correlations
that exist in graphene.

1. Introduction

Graphene has caught a serious attention from the scientific commu-
nity in the last 6 years or so, because of an outstanding discovery [1;
2], in the form of a simple procedure, that makes preparation and study
of single and multilayer graphene feasible in many laboratories all over the
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world. A remarkable mechanical robustness of single layer graphene was
also revealed. Now, one could prepare, manipulate and study one carbon
atom thick layer for several of its properties. The resulting experimental
and theoretical efforts [3] have revealed several surprises in simple graphene.
Looking back at the fast developments one begins to wonder at the number
of quantum phenomena that graphene has revealed, arising from a simple
sp? bond among only carbon atoms. This is surely a case of an unexpected
and welcome quantum wealth.

Behind the quantum wealth is a simple sp? bonding among carbon
atoms and a resulting stable 2 dimensional honey comb lattice structure.
Sp? hybridization leads to a strong o bond and leaves one electron per 2p,
orbital [4]. Neighboring 2p, orbitals overlap and produce the 7 and 7*
bands. The two bands meet at the K and K’ points in the Brillouin zone in
the form of a Dirac cone. Further, the Bloch wave functions have special
sublattice structure, a chirality property, which influence various quantum
dynamical properties of graphene.

This stable 2 dimensional system offers a platform for a rich quantum
physics. When we talk about emergent properties in modern times, one is
reminded of multicomponent systems with competing interactions among
many agents or components. Quantum Condensed matter systems seems
to be a play ground for novel and unexpected emergent properties in rather
simple situations, even with one or two components. One can cite the
example of *He, which exhibits gas, liquid, superfluid, supersolid, quan-
tized vortices, Josephson phenomena etc. Water molecule H,O provides
hydrogen bonding, proton tunnelling, clathrate hydrates, amorphous ice,
12 phases of ice, water, turbulence etc. One can give similar account for
iron and so on. Many of these emergent properties are not due to many
competing agents, but due to the peculiar structure of underlying quantum
mechanics.

In the present article we introduce a notion of gquantum complexity
through the example of graphene. After a brief discussion of complex-
ity, we will summarise our own results, which indicates the breadth in
the type of unexpected quantum phenomena that graphene could support.
We review our predictions, (i) spin-1 collective mode in netural graphene,
(ii) relativistic type of phenomena in crossed electric and magnetic fields,
(iii) room temperature superconductivity in doped graphene (iv) composite
Fermi sea in neutral graphene in uniform magnetic field and (v) 2-channel
Kondo effect. In the above, except for the relativistic type of phenomena,
the rest depend on the electron-electron interaction in the 2 dimensional
graphene.
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1.1. Complexity — Classical € quantum

The science of complexity is a relatively new field. Over decades one has
seen that systems involving several agents or components with conflicting
interests exhibit certain unique characteristics and surprises. Often a hier-
archy of new and unexpected qualitative features emerge [5]. Among the
many problems addressed there are many clearly defined, but hard problems
in the sense of (i) exponentially long time needed to solve the problem and
(ii) finding hierarchical structures on the road to final solutions.

An example well known to condensed matter physicist is the problem
of spin glass, as illustrated by the Sherrington Kirkpatrick model. In-
sightful and difficult analysis by Parisi and coworkers have introduced the
concept of replica symmetry breaking and unltrametricity structure in the
solution space and several unexpected features. Physical consequences and
connection to unexpected mathematics such as p-adic number theory are
fascinating. In the spin glass problem, the underlying variable are a simple
collection of Ising variables. It is the competing interactions which frustrate
any attempts to find the ground state. In models which are constructed to
extract generic features of these type of complexity problems, randomness
is a key element. It is not necessary, of course, to have several compet-
ing agents to get complexity and surprises. In classical mechanics, even in
3 body dynamics of a generic non integrable systems, there is chaos and
complexity.

In what follows we define complexity for our purposes as follow: that
which cannot be handled with ease, which does not yield to straight forward
analysis by known theoretical methods and where you do not know what
to expect next. Looking back at quantum condensed matter systems that
have been studied and understood in the last century, many of them can
be called complex. Quantum mechanics underlies the complexity. The
basic laws of quantum mechanics and rules for computations, necessary
to understand condensed matter systems have been discovered. Quantum
mechanics has not failed us so for in understanding the day today material
world. Quantitative understanding and predictions we wish to make may
be difficult, because of technical difficulties; not because of our ignorance
about the laws of nature, as it existed before the invention of quantum
mechanics.

Quantum mechanics is complex. Quantum mechanics has revealed novel
and complex quantum worlds in the last several decades, through simple sys-
tems. The structure of quantum mechanics with the possibility of linear
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superposition, entanglement, identical particles with fermi or Bose charac-
ters, anyons in 2 dimensions, topological order and so on make even simple
looking quantum systems much more unpredictable and complex than one
can comprehend.

Let us discuss a well known case first - the case of cuprate superconduc-
tors. Soon after the discovery of superconductivity in Las_,Ba,CuOy4 by
Bednorz and Muller new family members of the cuprate family were synthe-
sised and superconducting T'c went up to 163 K (under pressure) in one of
the family members. This was a surprise. An old idea of resonating valence
bond (RVB) state was revived and found to be relevant for cuprates. RVB
theory exposed Mott insulators as seat of high Tc superconductivity. A new
electronic mechanism appeared. The superconducting order parameter was
found to be unconventional, a d-wave order with nodal quasi particles, with
rich consequences. The idea of quantum spin liquid got sharpened and no-
tions like spinon, holon, pseudo fermi surface, dimer models, topological
order, topological term in non linear sigma models, dynamically gener-
ated RVB gauge fields, Chern-Simons theory etc., were born. Whatever
happened during 1986-88 were were exciting and unexpected developments
with rich consequences. In cuprates quantum mechanics was at its best in
producing a variety of novel phenomena in a Mott insulator template.

3He exemplifies quantum complexity well. Volovik’s book, The Universe
in a Helium Droplet [6] is an elaboration of quantum complexity. A simple
monoatomic *He system, because of its fermionic property and light mass
has all the rich consequences that we have discovered in the normal and
superfluid phases.

It is amusing that we also encounter complexity in the quantum world,
when we go down the length and time scales, within the experimentally
accessible regime. Nuclear physics is rich and complex. Elementary par-
ticle physics and the standard model description of electromagnetic, weak
and strong interaction is complex. It has nearly 19 parameters and a rich
variety of unexpected particles and phenomena. Going down further, into
frontiers beyond possibilities of experimentation at the present time, we en-
counter supersymmetry, quantum gravity and superstring theory. Physical
realizations apart, they have connected our physics friends to a rich and
profoundly complex quantum world and world of mathematics.

The complexity we are talking about are with respect to equilibrium
properties or equilibrium states. The world of non equilibrium quantum
phenomena is also rich and varied. Thanks to experiments such as femto
second spectroscopy, new experiments in meso and nanoscopic systems,



Quantum Complexity in Graphene 231

NMR, quantum optics, cold atoms etc., a variety of experimental and the-
oretical studies exist now: from detailed wave packet dynamics in chemical
reactions, to non equilibrium Kondo phenomena in mesoscopic systems to
a rich quantum kinetic behaviour in supersolid *He etc.

1.2. Nowvel phenomena in graphene

One of the first persons to appreciate a novel quantum phenomenon in
graphene/graphite was Pauling, back in 1936. He recognized [7] presence
of unsaturated 7 bonds and emphasized resonance of covalent bonds and
tried to understand graphite/graphene, before band theory was developed.
As we will see later, while Pauling’s theory was not entirely correct, there
is a key feature, which captures among other things a predicted spin-1 col-
lective mode [8] and possibility of room temperature superconductivity in
optimally doped graphene [9]. An important property of graphite, namely
Landau diamagnetism was discovered by K S Krishnan and Ganguly [10] in
the late 30’s. K S Krishnan also discovered the extreme anisotropic conduc-
tivity of graphite [11], thereby paving way for study of quasi 2 dimensional
and quasi 1 dimensional metals.

Once graphene was separated from graphite by a simple method by
Noveselov et al., intense experimental and theoretical activities started in
the field of graphene. We will briefly mention the variety of novel phe-
nomena that graphene exhibits and trace its origin to a special quantum
mechanical property of carbon atom. Quantum complexity in graphene is il-
lustrated in Fig. 1. Carbon atom has an electronic configuration 1s22s22p?.
There are four valence electrons in the 2s and 2p orbitals. A remarkable
property of carbon is its ability to form stable sp? and sp® bonds and the
near equality of bond energies. On the pure sp? end it gives rise to graphene
and on the sp® end it gives diamond. In between, a continuous mixing of
sp? and sp? gives rise to myriad forms (allotropes) of pure carbon - carbon
nano tubes, bucky balls, nanotube-graphene hybrids, amorphous carbon,
carbon black and so on. In the present article we will focus on graphene.

sp? bonding leads to a strong ¢ bond, which stabilizes a honey comb
lattice structure. In turn, a lone electron in the remaining 2p, orbital gets
involved in pm bonding and we get a simple tight binding system on the
honey comb lattice. Honey comb lattice and two atoms per unit cell leads
to the formation of m and 7* bands that touch each other at the K and
K’ points in the Brillouin zone in the form of Dirac cones (Fig. 2). The
two valleys lead to a valley pseudo spin, a flavor index for the Dirac spinor.
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Fig. 1. Some of the important quantum aspects of graphene. Boxes marked with an
asterisk indicate theoretical suggestions of ours with collaborators, discussed in this
article.

Further, the Bloch states acquires a chirality, in the sense of a momentum
dependent phase relation between the amplitudes of the wave functions in
the two sublattices. This leads to a special spinor like character to the
non relativistic electrons wave function. These are at the heart of several
phenomena, including Zitterbewegung, Klein tunnelling, antilocalization,
parity anomaly and so on. Further, the small spin orbit coupling can make
use of the above structure and lead to spin Hall effect as predicted by Kane
and Mele [12].

Honeycomb lattice offers some special type of topological defects, such
as Stone-Walls defect, containing a pentagon and heptagon ring. It has
been shown that an isolated pentagon or heptagon defect act like Zy gauge
fields, as far as electron dynamics is concerned. It has been suggested that
even lattice strain acts like an effective magnetic field.

Since graphene is a two dimensional electronic system, it provides op-
portunity to study quantum Hall phenomena. As far as integer quantum
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Fig. 2. (a) Honeycomb lattice of carbon atoms in real space; a2 = %(\/g,:l:l) (b)

K-space and the Brillouin Zone; by 2 = 27“(%,11) (c) Dirac cone spectrum at a K
point.

Hall effect is concerned there is an extra Berry phase in the problem, leading
to a general half integer shift in the quantized Hall conductance. Because
of the extra degeneracy (flavor index) the nature of fractional and integer
quantum Hall effect becomes richer. Recently fQHE and filling % and a
many body quantum Hall state in neutral graphene have been experimen-
tally observed. Further, the band parameters are such that one gets room
temperature quantized Hall effect. There is also a possibility of composite
fermi sea that we will see later. If the composite fermi sea starts supporting
paired quantum Hall state, we will have the possibility of producing Non
Abelian quasi particle, which are very desirable to implement topological
quantum computation.

Electromagnetic absorption property by graphene is remarkable. The-
ory and experiment shows that the absorption coefficient is o, where « is
the fine structure constant. In other words there is no dependence on ma-
terial properties such as electron density or lattice parameters, Soft flexural
modes trap electrons and holes, leading to charge puddles. There is mag-
netism at graphene edge [13], spin-1 collective mode at the bulk. Graphene,
after appropriate doping is predicted to become a room temperature super-
conductor. High temperature ferromagnetism has been also reported.

In what follows we will summarise our own predictions for graphene
exhibiting the possible richness of graphene. They are manifestations
of a simple underlying chemical property namely sp? bonding and elec-
tron electron interaction, leading to complex consequences as shown in
Fig. 1.
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2. Spin-1 Collective Mode

Graphene is a broad band semimetal. The band width is of the order of
16 eV. Electron correlation in graphene is weak. This because, in a re-
pulsive Hubbard model description for graphene, on site interaction energy
U ~ 3 to 5 eV, is much smaller than the band width. However graphene
is a lower dimensional, that is, 2 dimensional metal. Are there important
consequences of electron electron interaction in graphene because of 2 di-
mensionality, even though electron correlation is weak? It is well known
that lower the dimension the more important is the effect of electron elec-
tron interactions.

A striking example is benzene, a pm bonded system, whose quantum
chemical parameters are very similar to graphene. Benzene has a singlet
ground state. The first excited, a spin-1 exciton, is at about 2 eV and the
next excited state is at about 5 eV, a spin singlet exciton. Such a large
splitting arises from exchange and correlation effects, usually ignored in
simple Debye-Huckel or band theory. It is also known that as we go to
larger pr bonded molecules such as anthracene, pentacene, fullerene etc.,
the singlet triplet splitting survives. A natural question is, what happens to
the spin-1 exciton as we add more and more carbon atoms and reach the end
namely graphene? Does it survive as a separate spin-1 branch excitation in
the entire or part of the Brillouin zone; or completely disappears into the
particle-hole continuum of the semi metal?

Along with Jafari we examined [8] this question. We showed that
graphene possesses a new, unsuspected gapless branch of a spin-1 and
charge neutral collective mode. This branch lies below the electron-
hole continuum (Fig. 3); its energy vanishes linearly with momenta as
hws ~ hvpq(l — ag?) about three symmetry points (I',K K’) in the BZ
(Fig. 2).

Since graphene interpolates a metal and insulator, our collective mode
can be viewed both from metallic and insulating stand point. In param-
agnetic metals ‘zero sound’ is a Fermi surface collective mode [14]. The
‘charge’ as well as the ‘spin’ degree of a Fermi sea can undergo independent
oscillations. Because of the long range coulomb interaction. The electron-
electron interactions in normal metals do not usually manage to develop
a low energy spin collective mode branch because of the nature of the
particle-hole spectrum. However, the particle-hole spectrum of 2d graphite
with a ‘window’ (Fig. 3) provides a unique opportunity for a spin-1 collective
mode branch to emerge in the entire BZ. From this point of view our spin-1
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collective mode is a spin-1 zero sound (SZS) of a 241 dimensional massless
Dirac sea, rather than a Fermi sea.

From an insulator point of view our collective mode defines a spin-triplet
exciton branch. Triplet excitons are well known in insulators, semiconduc-
tors and pm bonded planar organic molecules; however, they usually have
a finite energy gap.

Our spin-1 collective mode may be also thought of as a manifestation
of Pauling’s [7] RVB state of graphite: the spin-1 quanta is a delocal-
ized triplet bond in a sea of resonating singlets. The gaplessness makes it
a long range RVDB rather than Pauling’s short range RVB. Later we will
present an argument to suggest that at low energies the neutral spin-1 ex-
citation might undergo quantum number fractionization into two spin—%
spinons.

Existence of our gapless spin-1 collective mode branch should influence
the spin part of the magnetic susceptibility, rather than the orbital part,
which for graphite is diamagnetic, large and anisotropic. Study of spin sus-
ceptibility by ESR, NMR and inelastic neutron scattering are good probes
to detect the low energy part of our collective modes over a limited energy
up to ~ 50 meV. A recent observation of ‘large internal fields’ in oriented
pyrolitic graphite by Kopelevich and collaborators [15], in their ESR stud-
ies could be due to our low energy spin-1 collective modes around the I"
point in the BZ. Our mode could be probed over a large energy range, by
epithermal neutrons and spin polarized electron energy loss spectroscopy
(SPEELS) [16]. In view of a wide energy scale associated with the collective
modes, probes such as two magnon Raman scattering, ARPES, STM and
spin valves [17] should also be tried.

Importance of electron-electron interaction in graphite [18; 19] and re-
lated systems [20; 21; 22] has been realized recently and it has lead to several
interesting studies and predictions. 2d cuprates with Dirac cone spectrum
has been studied in the context of AFM order in the Mott insulating RVB-
flux phase, for spin-1 goldstone modes [23] and d-wave superconducting
phases, for spin-1 collective modes [24].

Real graphite is a layered semimetal - stacked layer of graphene. The
coupling between graphite layers is van der Waals like. However, a small
‘coherent’ interlayer hopping has been invoked to explain the presence of
small electron and hole tubes and pockets, (with 10=* carriers per carbon
atom, i.e., a Fermi energy ep ~ 100 — 200K), responsible for the semi
metallic character of graphite.
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We start with a 2-dimensional Hubbard model for graphene, which cap-
tures the physics of low energy spin dynamics. The Hamiltonian is:

Hfftz “,]g—&-hc +UZ7%T7%1 (1)
(i,5),0
Here t ~ 2.5 €V is the nearest neighbor hopping matrix element. While
the bare atomic U is more than 10 eV, the effective renormalized U can
be of the order of 3 — 4 eV. We will keep U as a parameter to be fixed by
experiments.
The dispersion relation for the 7* and 7 bands are:

3k ky 5 Ky
Ek = it\/l =+ 4COS \/_2 e Ta + 4 Ta (2)

with vanishing gaps at the two K points in the BZ (Fig. 2). The particle-
hole continuum of excitations is shown in Fig. 3. The ‘Dirac cone single
particle spectrum’ at the I' and K points makes the particle hole continuum
very different from that of a free Fermi gas, or systems with extended Fermi
surface. In contrast to Fig. 4, the particle-hole spectrum of a 2d Fermi
liquid, our spectrum has a ‘window’. The ‘window’ is characteristic of a 1d
particle-hole spectrum. In the Hubbard model two particles with opposite
spins at a given site repel with an energy U. This means an attraction
between an up spin particle and a down spin hole; or an attraction in the
spin triplet channel between a particle and a hole. A spin triplet particle-
hole pair could form a bound state, provided there is sufficient phase space
for the attractive scattering. We find one spin-1 bound state for every
center of mass momentum of the particle-hole pair. In particular an effective
1d character of phase space also makes the collective mode energy vanish
linearly with momenta around the three points: I' and K’s.

The collective mode that we are after are obtained as the poles of the
particle-hole response function in the spin triplet channel. We will focus
on the zero temperature case. The magnetic response function within the
RPA (particle-hole ladder summation) is given by:

x’(q,w) 3)
1 —v(a)x’(q,w)

For Hubbard type on site repulsion, v(q) = U and the free particle
susceptibility is :

x(q,w) =

X q,w szl(""q— (4)

w — 5k+q - Ek)
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Here f’s are the Fermi distribution functions. We have evaluated the RPA
response function numerically and found the collective mode branch in the
entire BZ, below the particle-hole continuum. However, it is instructive to

linearize the electron and hole dispersion for low energies, a Dirac cone ap-
proximation [18], and get an analytical handle. We linearize the dispersion
around K and K’ and replace the BZ by two circles of radii k. (Fig. 2):

ex = top | k|

for k < k.

()
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where vp = @t and N is the number of unit cells. In our linearization
scheme, in Eq. (4) the summation is over the two circular patches (Fig. 2).
For a finite range of ¢ and w, Im x°(w, q) can be evaluated exactly [18]:

1 2w? — (qup)? 1 q*/?

Irm A0 _ ~
m (@) = 5 V2 = (qup)?  16V20r Vo =qup

with a square root divergence at the edge of the particle-hole continuum
in (w,q) space. This expression has the same form as density of states
of a particle in 1D (with energy measured from vpq). Note that in fact
Im x°(q,w) = mpy(w), where py(w) is free particle-hole pair DOS for a
fixed center of mass momentum q. That is, the particle-hole pair has a
phase space for scattering which is effectively one dimensional. Thus we
have a particle-hole bound state in the spin triplet channel for arbitrarily
small U. However, we also have a prefactor ¢3/2, that scales the density
of states. This together with the square root divergence of the density
of states at the bottom of the particle-hole continuum gives us a bound
state for every q as ¢ — 0, with the binding energy vanishing as aq?®, as
shown below. The square root divergence has the following phase space
interpretation. The constant energy (hw) contour of a particle-hole pair of
a given total momentum ¢ defines an ellipse in k-space: w = vp(| k+ q |
+ | k |). In our convention, the points on the ellipse denote the momentum
co-ordinates of the electron of the electron-hole pair. As the energy of the
particle-hole pair approaches the bottom of the continuum, i.e., €,—, —
vrq, the minor axes of the ellipses become smaller and smaller and the
elliptic contours degenerate into parallel line segments of effective length
~ q%. The asymptotic equi-spacing of these line segments leads to an
effective one-dimensionality and the resulting square root divergence.
The collective mode in magnetic channel is the solution of:

1-Ux%q,w) =0

or equivalently, Im x°(q,w) =0 and Re x°(q,w) = % The asymptotic
expression for Re x°(q,w) is found to be

S

1 2
(ke + arctan (

~ 4r20p N 1—

Re x%(q,w) )

I\
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where z = qup' Using the above expression we obtain the following disper-
sion relation for the collective mode:

3

q
W= qup — = qur — Fg(q)
3277201’(% - 47]:5p )?

asw — q¢ — 0. Here Ep(q) is the binding energy of the particle-hole pair of
momentum ¢ around the I' point. The binding energy around the K points
is roughly half of this.

We mentioned earlier that our collective mode is a ‘magnetic zero
sound’. While magnetic zero sound are difficult to get in normal met-
als, graphite manages to get it in the entire BZ because of the window in
the particle-hole spectrum (Fig. 3).

Having established the existence of a gapless spin-1 collective mode
branch within Hubbard model and the RPA approximation, we will dis-
cuss whether the semi-metallic screened interaction in the 3 dimensional
stacked layers will affect our result. As mentioned earlier, in tight binding
situation like ours, the spin physics is mostly captured by the short range
part of the repulsion among the electrons. We have numerically studied
the response function for a more realistic intra layer interaction namely
the screened coulomb interaction (including interlayer scattering between
layers separated by distance d) given by [18]

2me? sinh(qd)
0 [feoshlad) + 22 sinh(ad)xo(w, ) — 1

€0q

’D(wv Q) =

and find that the collective mode survives with small quantitative modifi-
cations.

Let us discuss life time effects, that is beyond RPA. A remarkable feature
of our collective modes is that it never enters the particle-hole continuum.
It does not suffer from Landau damping (resonant decay into particle-hole
pair excitations). To this extent our collective modes are sharp and pro-
tected; higher order processes will produce the usual life time broadening,
particularly at the high energy end. However, in real graphite there are
tiny electron and hole pockets in the BZ with a very small Fermi energy
~ 10 to 20 meV. This leads to ‘Landau damping’ of low energy collective
modes around the I' and K points, but only in a small momentum region
Ak ~ 2kp ~ %%, where kr is the mean Fermi momentum of the electron
and hole pockets. That is, only a few percent of the collective mode branch
in the entire BZ is Landau damped.
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A small interlayer hopping between neighboring layers t; ~ 0.2 eV
(<< 2.5 eV, the in plane hopping matrix element), has been always in-
voked in the band theory approaches to understand various magneto os-
cillation experiments and also c-axis transport in graphite. However, a
strong renormalization of ¢, is possible, as anomalously large anisotropic

resistivity ratio I:Z:b ~ 10% have been reported in some early experiments
on graphite single crystals; a many body renormalization is also partly im-
plied by the existence of our spin-1 collective mode at low energies. As
the emergence of the small electron and hole pockets (cylinders) are due
to interlayer hopping, interlayer hopping affect the spin-1 collective modes
only in a small window of energy 0 and ~ 0.1 eV. For the same reason the
collective modes do not have much dispersion along the c-axis.

Within our RPA analysis the collective mode frequency becomes nega-
tive at the I' point for U > U, ~ 2t. Because there are two atoms per unit
cell, this could be either an antiferromagnetic or ferromagnetic instability.
Other studies [22; 25] have indicated an AFM instability for U > U, ~ 2t.

Now we discuss the experimental observability of spin-1 collective mode
branch. The collective mode has a wide energy dispersion from 0 to ~ 2 eV.
The low energy 0 to 0.05 eV part of the collective modes determines the
nature of the spin susceptibility (Eq. (3)) of graphite and leaves its signa-
tures in NMR and ESR results. For higher energies we have to use other
probes.

Inelastic neutron scattering can be used to study the line shapes and
dispersion of our spin-1 collective modes. However, epithermal neutrons
in the energy range 0.1 eV to ~ 1 eV, rather than the cold and thermal,
0.2 to 50 meV, neutrons is needed in our case, due to the large energy
dispersion. The dynamic structure factor S(q,w) as measured by inelastic
neutron scattering is obtained by using our calculated RPA expression for
our magnetic response function using the relation:

(1= ) S(a,0) =~ Im x(a,) ()

Another probe for studying the spin-1 collective mode is the spin polar-
ized electron energy loss spectroscopy (SPEELS); exchange interaction of
the probing electron with the m-electrons of graphite can excite the spin-1
collective mode. As the electron current and spin depolarization essen-
tially measures the magnetic response function, our calculation of x(q,w)
(Eq. (2)) can be profitably used to interpret the experimental results.

The square root divergence of density of states at the bottom edge
of the particle-hole continuum tells us that the low energy spin physics is
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effectively one-dimensional. To that extent, in a final theory, we may expect
our spin-1 excitation to be a triplet bound state of ‘two neutral spin—%

spinons’ rather than ‘ete™ electron-hole pairs’. Further, as the energy of
the spin-1 quantum approaches zero the binding energy also approaches
zero and the electron-hole bound state wave function becomes elliptical,
with diverging size. We may then view the low energy spin-1 quanta as a
‘critically (loosely) bound’ two spinon state, very much like the quantum
number fractionization of the des Cloizeaux-Pearson spin-1 excitation in
the 1d Spin—% antiferromagnetic Heisenberg model. Our result also suggest
a non-linear sigma model and novel 2 + 1 dimensional bosonization scheme
for graphite [26].

We find [27] that our spin-1 collective mode survives in carbon nano-
tubes in a modified fashion. Preliminary study shows that three dimen-
sional semimetals Bi, HgTe and a-Sn do not have spin-1 collective modes
at low energies, because of quadratic dispersion at the zero gap.

3. Relativistic Type Effects

Phenomena unique to relativistic quantum field theories, such as Klein tun-
nelling and Zitterbewegung, have been predicted [3] to occur in graphene,
because of the mathematical similarity of the graphene electron dynamics
to dynamics of massless Dirac electrons in 2 4+ 1 dimensions, with fermi
velocity playing the role of light velocity. Partly keeping the above in mind,
along with Lukose and Shankar [28] we investigated the effect of a uniform
electric field, applied along the graphene sheet, on its already anomalous
Landau level spectrum. We find that, within the low energy approximation
near the Fermi surface (Dirac points), the problem can be exactly solved.
We find strikingly new effects of electric field on the Landau levels which is
different from the Landau levels of standard 2d electron gas. What we find
can be termed as analogue of Lorenz boost, Lorenz contraction and time
dilation that one is familiar in the context of special theory of relativity.
We find that the Landau spectrum gets scaled, for a given k, quantum
)
As the value of this parameter is increased, spacings between the Landau

number, by an electric field dependent dimensionless parameter(5 =

levels decreases. This Landau level contraction is consequence of electric
field induced quantum mechanical mixing of Landau levels. The entire Lan-
dau level structure collapses at a critical value of this parameter. Further,
the ‘relativistic’ character of the spectrum (with Fermi velocity replacing
the velocity of light), leads to a novel interpretation of our result in terms of
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relativistic boosts and the mixing of electric and magnetic fields in moving
frames of reference.

The dispersion relation in the proximity of the Dirac points is linearly
proportional to |k|. The low energy modes around these points are de-
scribed by slowly varying fields fermi fields 1,0 (R;) defined as,

Cireg = eiKl'Ria:r'wr’lo(Ri) + eiK2'Riafr'wr’20 (Ri) (7)

Where o”,a? are the Pauli matrices. Here i refers to the unit cell and
r = 1,2 refers to the two types of atoms in each unit cell. The effective
Hamiltonian for the low energy modes is the Dirac Hamiltonian.

H= ’UF/de > Ul ap Uy, (8)
no

where vp = @ % is the Fermi velocity. ¥, are two component field oper-
ators where n(= 1,2) is the valley index, corresponds to two Dirac points
and o(=T, ) is the spin index. The spectrum can be obtained by solving
the one particle equation to get the linear dispersion, e(k) = +hvp|k|. In
presence of an external magnetic field perpendicular to the graphene plane
the one particle Hamiltonian, h = vpa.Il, where II = p 4+ eA. The energy

eigenvalues are

ene, = sEn(n) /2] - ©)
(&

n is the Landau level index, k, = i—’;l is the quantum number corre-
sponding to translation symmetry along y-axis, both n and [ are integers
(we choose Landau gauge A(r) = zBy) and I, = \/g is the magnetic
length. Unlike the case of the non-relativistic electron in a magnetic field,
where the spectrum has a linear dependence on the magnetic field and the
non-negative integer valued Landau level index, the graphene Landau lev-
els have a square root dependence on both magnetic field and Landau level
index. The degeneracy of each level is given by the number of magnetic
flux quanta passing through the sample. The eigenfunctions are,

sgn(n) djpj—1(£)
i Ppn (&) ) (10)

where ¢,(£) are the harmonic oscillator eigen-functions and ¢ =
i (z+ 12ky).

wnky (LL', y) X eikyy (
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e/t

Fig. 5. Energy eigenvalues ¢, Ky for electrons in graphene computed from the tight
binding model for a hexagonal lattice subjected to a magnetic field B = 27.3 Tesla (or
lc = 20 a where a is the triangular lattice spacing) for a system size of 600a x 600a. The
plot shows €, , in the units of ¢ as function of ky, where ky is the wavevector in the y
direction. T'wo sets of horizontal lines are Landau levels corresponding to the two valleys
and n = 0 Landau level and the edge states are degenerate.

We now consider the above system in the presence of an additional
constant electric field applied, in a open circuit geometry, along the -
direction. The single particle Hamiltonian is then given by,

h=vpaIl + 1leEx (11)

The Lorentz covariant structure of the Hamiltonian, with vg playing
the role of the speed of light, can be used to solve the problem exactly [29].
It is known from special relativity, if vpB > |E|, then we can always boost
to a frame of reference where the electric field vanishes and the magnetic
field is reduced. We can then use the finite magnetic field and zero electric
field solution to Dirac equation and boost it to get the exact spectrum in
the presence of crossed electric and magnetic field. Here the boost trans-
formation amounts to doing a transformation on the space-time coordinate
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system. To implement the above procedure, it is convenient to work with
the manifestly covariant time dependent Dirac equation,

e

h

(0, + iAW (zh) =0 (12)

0.25
0.2

0.15

0.1

e/t
0.05

Fig. 6. Energy eigenvalues €, ,, for electrons computed for the tight binding model for
parameters given in Fig. 5 and an external electric field E applied along x-axis, given
by the parameter g = UFLB = 0.1. The electric field gives a linear k, dependence to the
bulk Landau levels whereas it gives a constant shift to the edge states. The part of solid
line labelled ‘bulk Landau level’ are n = 0 Landau levels and parallel lines above and
below them are Landau levels corresponding to positive and negative n respectively. Set
of points parallel to ky labelled ‘edge states’ are surface states localised at the zig-zag

boundary.

2 z 1 2

Where 20 = vpt, 2! = z, 22 = y, 7° = o, 7' = ia¥, 4? = —ia®,
Ou = &%. A = ¢, the scalar potential, A = A4,, A% = A, and ¥(z*) is
a two component spinor. We now apply a Lorentz boost in the y-direction
(perpendicular to the electric field),

z° cosh sinh @\ [ 2°
<5;2> B (sinh@ cosh9> <x2> (13)
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and ' = z'. The wave function transforms, W(#*) = e2*v¥(z"). Ap-

E_ _
B = 3, we can

plying the above transformations and choosing tanh 6 =
rewrite the Dirac equation in Eq. (12),

< 00 + 101 +¥*( 32+ \/ -3z > )=0 (14)

In the boosted coordinates, where | B| < 1, it is a problem of a Dirac elec-
tron in a (reduced) magnetic field, B = B+/1 — 32. The time component of
the 3-momentum in the boosted frame, ¢, ; = sgn(n)\/mhl”—f(l — 3%)i
is not the physical energy eigenvalue of our problem. We have to apply the
inverse boost transformation to obtain the spectrum and eigen functions of
our problem,

€k, = s80(n)y/2n] hop - B33~ hopfk, (15)
U, p (z,y) o ethyy o= 5oy <Sgn(:‘;fllr(tg)l (&) ) (16)

le (1 - 0?)3

The energy eigenvalues of the standard 2d electron gas in crossed mag-
netic and electric fields are given by €, 5, = (n + 2)hw. — hk, £ — 2 (£)2.
The main difference between the two besides the \/n and v/ B dependence, is

that the low lying graphene Landau level spacing scales as (l—ﬂQ)%7 whereas

¢ = w <x+l ky + sgn(n)-* 2In| lcﬁ) (17)

the spacing is independent of the electric field in the non-relativistic case.
Comparing the eigenfunctions with and without the electric field, we see
that the effect of the electric field is to (un)squeeze the oscillator states as
well as to mix the particle and hole wave-functions.

Squeezing of the wave function results from change in [, in an anisotropic
fashion. In the standard 2d electron gas, electric field does not cause squeez-
ing of the wave function. We can view the squeezing of wave function as
Lorenz Contraction. Similarly squeezing of the Landau levels can be viewed
as time dilation. For example, the energy level difference between n and (n
+ 1) Landau levels may be viewed as a level dependent cyclotron frequency
pp—— . In the pres-
ence of additional electric field we have the increase in the time period to

( T"Z) +. We view the increase in cyclotron motion period as time dilation.
1-82)1

and a corresponding period for cyclotron motion T,, =
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As 3 approaches unity, we infer that, to keep the gaussian shifts within
the linear extent of the system requires larger values of k,, which takes us
beyond the long wavelength approximation. Moreover, we have a collapse
of the Landau level spectrum at § = 1. One may wonder if the collapse we
have found is an artifact of the low energy approximation? Interestingly,
we find that in our full tight binding calculation the collapse persists, and
infact it occurs at a value of 3 even smaller than unity.

We have performed extensive numerical computations on the tight bind-
ing model for graphene with magnetic and electric fields, using lattice sizes
ranging from 60 x 60 to 600 x 600. The magnetic field enters through the
Peierls substitution, ¢ — ¢ e “n° J A-dl, A(r) is chosen in such a way that
the contribution to the phase term comes from hopping along one of the
three bonds for each carbon atom. This enables us to maintain translation
symmetry along the €, axis of the triangular lattice. The problem then
reduces to the 1D Harper equation.

koa +n
6(Z51,7l1 =2t COS(%)(i)Q,nl + t¢)2,n1+1
koa +n
bany = 2 cos(Z )Gy + 11 (1)

Here ¢ is the magnetic flux passing through each plaquette, ks is the wave
vector and m is the €; component of triangular lattice coordinate.

We choose the value of the magnetic field such that L > [, > a, where
L is the linear extent of the system. The condition [/, > a ensures that we
stay away from the Hofstadter butterfly kind of commensurability effects on
the spectrum and L > [. ensures that a large number of cyclotrons orbits
fit in the sample. For our numerics, we expressed all energies in units of ¢
and all lengths in units of a.

Figure 5 shows the results of our numerical investigation for zero and
Fig. 6 for a finite (8 = 0.1) electric fields. Figure 5 shows the spectrum at
low energies and the eigenvalues that are constant w.r.t k, are the Landau
levels. They have /n behaviour and are in excellent agreement with the
analytical result and the eigenstates that vary with k, are the chiral edge
states responsible for the quantum Hall current. In our numerics the lattice
has zig-zag edges at the two ends along é;.

Figure 7(b), shows y/n scaling of Landau levels for a given k,, value. For
zero electric field we see an excellent match between analytics and numerics.
And for the case of finite electric fields we see a systematic deviation from
exact results as we suspected from our exact result. As 8 — 1, the tight
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(a). B=0.9 (close to critical value) 0.7
== ——

Fig. 7. (a) The energy eigenvalues around the Dirac point plotted as function of k,
for 3 = 0.9. The collapse can be clearly seen. (b) The modulus of the eigenvalues
|€n,ky| for a value of ky = 2.785 computed from the tight binding model for system size
600a x 600a, magnetic field B = 27.3Tesla or l. = 20 a, electric field given by parameter
B =0.0,0.5,0.9, plotted as a function of n.

binding results shows a faster collapse. Figure 7(a) shows the collapse has
already occurred at 8 = 0.9, near one of the Dirac points.

We show below that one of the consequences of the Landau level con-
traction (15) and the n dependent Gaussian shift (17) is the possibility
of a ‘dielectric breakdown’, which is different from the conventional ones.
The single particle spectrum and states we have obtained thus far (for a
given E and B) can be used to construct stable many-body quantum Hall
ground states. However, the external electric field not only modifies the
single particle wave function and spectrum, but can also destabilise the
ground state through spontaneous creation of particle-hole pairs; i.e., by
a dielectric breakdown. This problem is analogue of relativistic vacuum
break down through pair production.

We present a simple formula for dielectric breakdown, without giving
full details. It has an unusual dependence on the length scale over which the
potential fluctuates and on the Landau level index n. This peculiar feature
is absent in standard quantum 2d electron systems [31]. Specifically we find



248 G. Baskaran

that for slowly varying electric field fluctuations over a length scale £ and
for large Landau level index, the critical voltage for breakdown is given by:

‘/czw(limn(é—;)z) (19)

where k is a constant of the order of unity, which depends on the strength of
the electric field fluctuations and A,, is the gap between levels n and n+ 1.
This means that if we have an electric field, non-uniform over a nanoscopic
scale (g ~ l.), it will cause local breakdown even before the critical field
is reached. Such situations can be created through in plane or out of plane
charged impurities or STM tips, in addition to external electric fields. It
is interesting that such an anomalous local breakdown is Landau level in-
dex n dependent, we expect that the quantum Hall breakdown should be
qualitatively different for n = 0 and n # 0 within graphene.

In the light of new spectroscopic experiments [32], we claim that the
contraction in Landau level spacing and the collapse can be observed at
fields attainable in laboratories. The gap between n = 0 and n = 1 for
B ~ 1Tesla is ~ 35 meV, for E ~ 3 x 10° Vm ™!, 10% reduction in the
gap is expected. And the collapse of the Landau levels should also be
observeable by applying £ ~ 10 Vm™!. In the context of quantum Hall
breakdown, the dependence of critical voltage on ¢ as given in Eq. (19)
suggests that the breakdown phenomena should be different from what we
observe in standard 2d quantum Hall system. Moreover graphene’s Landau
level index dependence on V., we expect the breakdown phenomena is going
to be different for n # 0 from that of n = 0.

It will be interesting to study graphene from the point of view of the
present paper. As quantum Hall phenomena are beginning to be seen in
pyrolytic graphite [33] and possibly in carbon eggshells [34], it will be very
interesting to study electric field effects in these systems as well, to confirm
our predictions.

4. Possibility of Room Temperature Superconductivity in
Optimally Doped Graphene

Superconductivity at room temperatures, with its multifarious technolog-
ical possibilities, is a phenomenon that is yet to be realized in a material
system. The search for such systems has lead to the discovery of high tem-
perature superconducting materials such as the fascinating cuprates, [35; 36)
MgBs; [37] and most recently, Fe-based pnictides. [38] Undoped graphene
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is a semi-metal and does not superconduct at low temperatures. How-
ever, on doping optimally if graphene supports high 7T, superconductivity
it will make graphene even more valuable from basic science and technology
points of view. In a recent work [9], along with Pathak and Shenoy we built
on a seven year old suggestion of us [39] of an electron correlation based
mechanism of superconductivity for graphite like systems and demonstrate
theoretically the possibility of high temperature superconductivity in doped
graphene.

We [39] suggested the possibility of high temperature superconductiv-
ity in graphene and related systems based on an effective phenomenolog-
ical Hamiltonian that combined band theory and Pauling’s idea of res-
onating valence bonds (RVB). The model predicted a vanishing T, for
undoped graphene, consistent with experiments. However, for doped
graphene superconducting estimates of T,.’s were embarrassingly high. Very
recently Black-Schaffer and Doniach [40] used our effective Hamiltonian
and studied graphitic systems and found that a superconducting state
with d + id symmetry to be the lowest energy state in a mean field the-
ory. The mean field theory also predicts a rather high value of the op-
timal T.. Other authors have studied possibility of superconductivity
based on electron-electron and electron-phonon interactions. [41; 42; 43;
44] While there is an encouraging signal for high 7. superconductivity in
our phenomenological model, it is important to establish this possibility
by the study of a more basic and realistic model. Since the motivation for
our model arose from a repulsive Hubbard model, here we directly anal-
yse this more basic repulsive Hubbard model that describes low energy
properties of graphene. We construct variational wavefunctions motivated
by RVB physics, and perform extensive Monte Carlo study incorporating
crucial correlation effects. This approach which has proved to be especially
successful in understanding the ground state of cuprates, clearly points to
a superconducting ground state in doped graphene. Further support is ob-
tained from a slave rotor analysis which also includes correlation effects.
Our estimate of the Kosterlitz-Thouless superconducting T, is of the order
of room temperatures, and we also discuss experimental observability of
our prediction of high temperature superconductivity in graphene.

Let us discuss the Hubbard model for graphene. The Hubbard U is
about half the prm free bandwidth, and this places graphene in an interme-
diate or weak coupling regime. Based on this one is tempted to conclude
that electron correlations are not important. Nonetheless electron corre-
lations are known to be important in finite pr bonded planar molecular
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systems such as benzene, naphthane, anthracene, caronene etc, all having
nearly the same value for quantum chemical parameters ¢ and U. [45] One
of the consequences of this is that the first excited spin-0 state lies above
the first excited spin-1 state by more than 2 eV. There is a predictable
consequence of this large singlet-triplet splitting: graphene can be viewed
as an end member of a sequence of planar pm bonded system.

As we mentioned earlier, Pauling [7] was the first to recognize domi-
nance of singlet correlation between two neighboring pm electrons in the
ground state. He argued that doubly occupied or empty 2p. orbitals (polar
configurations) are less important because of electron-electron repulsion in
the 2p, orbital. Pauling thus ignored polar configurations. Once we ignore
polar fluctuations (states with double occupancy) and consider a resonance
among the nearest neighbor valence bond configurations we get the well
known RVB state. However, such a Hilbert space actually describes a Mott
insulating state rather than a metal. Experimentally, undoped graphene is
a broad band conductor, albeit with a linearly vanishing density of states
at the Fermi energy.

To recover metallicity in Pauling’s RVB theory, we combined the broad
band feature of pm electrons with Pauling’s real space singlet (covalent)
bonding tendency and suggested [39] a low energy phenomenological model
for graphene:

Hap = — Zt” cl ¢y + hec. —JZb (20)

where b;rj = % (CITC}l - CIlC}T) creates a spin singlet on the ¢ — j bond.

J (> 0) is a measure of singlet or valence bond correlations emphasized by
Pauling, i. e., a nearest neighbour attraction in the spin singlet channel.
In the present paper we call it as a ‘bond singlet pairing’ (BSP) pseudo
potential. The parameter J was chosen as the singlet triplet splitting in a
2 site Hubbard model with the same t and U, J = (U2 + 16t2)/2 - U)/2.
As U becomes larger than the bandwidth this psuedo-potential will become
the famous superexchange characteristic of a Mott insulator. As shown in
[39], this model predicts that undoped graphene is a “normal” metal. The
linearly vanishing density of states at the chemical potential engenders a
critical strength J. for the BSP to obtain a finite mean field superconduct-
ing T.. The parameter J for graphene was less than the critical value,
and undoped graphene is not a superconductor despite Pauling’s singlet
correlations. Doped graphene has a finite density of state at the chemical
potential and a superconducting ground state is possible. Black-Schaffer
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and Doniach [40] confirmed our findings in a detailed and systematic mean
field theory and discovered an important result for the order parameter
symmetry. They found that the lowest energy mean field solution corre-
sponds to d+id symmetry, an unconventional order parameter, rather than
the extended-s solution. The value of mean field T, obtained was an order
of magnitude larger than room temperature!

Although results of the mean-field theory are encouraging, it is far from
certain that the superconducting ground state is stable to quantum fluctua-
tions. In particular, our Hamiltonian does not include U which inhibits local
number fluctuations. In the more basic Hubbard model, a superconduct-
ing state will suffer further quantum mechanical phase fluctuations since U
inhibits local number fluctuations. The key question therefore is does the
singlet promotion arising out of the local correlation physics strong enough
to resist the destruction of superconductivity arising out of quantum phase
fluctuations induced by U?

o
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Fig. 8. Strength of superconducting order parameter, as extracted from the Cooper
pair correlation function.

To investigate the possibility of superconductivity in doped graphene we
construct a variational ground state and optimize it using variational quan-
tum Monte Carlo (VMC). [46] The ground state we construct is motivated
by the mean-field theory of our model

Hels =3 [ (af b + 11 ¢) = (i + k)

- Z A(k akT aLbikT) +h. c
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where ax., bk, are electron operators on the A and B sublattices, k runs
over the Brillouin zone of the triangular Bravais lattice, a,,a = 1,2,3
are vectors that go from an A site to the three nearest B sublattice
sites. The free electronic dispersion is determined by the function e(k) =
—t >, e® 2 and the superconducting gap function A(k) =Y A,e’ae.
The d + id symmetry motivated by the meanfield solution [40] provides
Ay = A5 where A is the “gap parameter”, pr is a “Hartree shift”.
Starting from this mean field theory, we construct a BCS state |BCS)n
with an appropriate number N of electrons. If we work with a lattice
with L sites, this corresponds to a hole doping of 1 — N/L. Our candi-
date ground state |¥) is now a state with a Gutzwiller-Jastrow factor [47;

48] g

|¥) = gP|BCS) N (21)

where D = >, (nfin{, + nané’l) is the operator that counts the number
of doubly occupied sites. The wavefunction (21) with partial Gutzwiller
projection has three variational parameters: the gap parameter A, the
Hartree shift p¢, and the Gutzwiller-Jastrow factor g. The ground state
energy (V|Hy|V) is calculated using quantum Monte Carlo method [46],
and is optimized with respect to the variational parameters.
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Fig. 9. Zero temperature coherence length, as extracted from the cooper pair correlation
function.

We monitor superconductivity by calculating the following correlation
function using the optimized wavefunctions

Fop(R; — Ry) = (bl bja,) (22)

where b;raa is the electron singlet operator that creates a singlet between
the A site in the i-th unit cell and the B site connected to it by the vector
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a,, (this is just b;rj defined earlier with a minor change of notation). The su-
perconducting order parameter, off-diagonal long range order (ODLRO), is
2 .

(O = o fm PR R;). (23)
where F(R; — R;) =), Foa(Ri — R;j). All results we show in this paper
are performed on lattices with 132 unit cells.

The superconducting order parameter |®|? as a function of doping, cal-
culated for physical parameters corresponding to graphene, obtained using
the optimized wavefunction is shown in Fig. 8. Remarkably, a “supercon-
ducting dome”, reminiscent of cuprates, [49] is obtained and is consistent
with the RVB physics. The result indicates that undoped graphene had no
long range superconducting order consistent with physical arguments and
mean-field theory [40] of the phenomenological GB Hamiltonian. Interest-
ingly, the present calculation suggests an “optimal doping” x of about 0.2
at which the the ODLRO attains a maximum. These calculations strongly
suggest a superconducting ground state in doped graphene.

We now further investigate the system near optimal doping in order to
estimate T,.. Figure 9 shows a plot of the (singlet)pair correlation function
F(r) as function of the separation r. The function has oscillations up to
about six to seven lattice spacings and then attains a nearly constant value.
From an exponential fit one can infer that the coherence length £ of the
superconductor is about six to seven lattice spacings. A crude estimate of
an upper bound of transition temperature can then be obtained by using

1 hop

results from weak coupling BCS theory, using kT, = T761 =t Conserva-

tive estimates give us kT, = i.e., T, is about twice room temperature.

t
Evidently, this is an upper bo‘:lond, and an order of magnitude lower than
the mean-field theory estimates of Black-Schaffer and Doniach [40]. Further
improvement of our estimate of T, becomes technically difficult. It is inter-
esting to compare these results with those obtained in a Hubbard model on
a square lattice that captures cuprate physics. In this latter case, a similar
estimate of the coherence length £ is about two to three lattice spacings
[49]; however, the hopping scale is nearly an order of magnitude lower and
the estimate of T, is about 2TRoom. Again, this provides further support
for the possibility of high temperature superconductivity in graphene.

It is important to ask about the possibility of competing orders that
could overshadow superconductivity at optimal doping that we have found.
Honerkamp [51] has addressed this issue by means of a functional renormal-
ization group study of a general Hamiltonian on the honeycomb lattice. He
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finds that in the regime of physical parameter corresponding to graphene,
the system appears to flow towards a d + id superconducting state as the
temperature is lowered.

Our results shows that there is an adiabatic continuity of strong cou-
pling superconductivity to intermediate coupling in 2d repulsive Hubbard
model on the honey comb lattice. What is remarkable is that supercon-
ductivity at low coupling is not exponentially suppressed. This seems to
be unique to 2 dimensions. We have checked this for 2d square lattice
repulsive Hubbard model as well, using existing numerical results. What
about 3 dimensions? Preliminary analysis shows that the development
of near neighbor singlet correlations is much reduced in 3 dimensions.
That is, for a given ratio of band width to U, the strength of the in-
duced near neighbor singlet correlations seems to get suppressed as we go
from 2 to 3 dimensions, particularly at intermediate or weak couplings.
This is also corraborated by the very low Tc one sees in intercalated
graphite. Intercalated graphite can be viewed as a set of doped graphene
layers. Maximum 7, obtained in these systems is around 16 K. [52;
53] Systems such as CaCg has a doping close to the optimal doping of
our theoretical result. Infact, if one looks at the doping vs Tc, by collecting
various intercalated graphite systems, Tc has a dome like structure, very
much like Fig. 8! Why is the T, so low? A closer inspection suggests to
us two possible reasons in CaCg: (i) an enhanced 3 dimensionality aris-
ing through the intercalant orbitals and (ii) competition from intercalant
induced charge density wave order.

Superconducting signals with a 7T, around 60 K and higher have
been reported in the past in pyrolitic graphite containing sulfur. [54;
55] Sulfur doped graphite, however, gives a hope that there is a possibility
of high temperature superconductivity. Our present theoretical prediction
should encourage experimentalists to study graphite from superconductiv-
ity point of view systematically, along the line pioneered by Kopelevich
and collaborators. [55] In the past there has been claims (unfortunately
not reproducible) of Josephson like signals in graphite and carbon based
materials; [56] Again, our result should encourage revival of studies along
these lines.

Simple doping of a freely hanging graphene layer by gate control to the
desired optimal doping of 10 — 20 % is not experimentally feasible at the
present moment. It will be interesting to discover experimental methods
that will allow us to attain these higher doping values. A simple estimate
shows that a large cohesion energy arising from the strong o bond that
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stabilizes the honeycomb structure will maintain the structural integrity
of graphene. A recent article reviews [57] theoretical study of doping in
graphene.

The discovery of time reversal symmetry braking d+id order [40] for the
superconducting state, within our RVB mechanism is very interesting. This
unconventional order parameter has its own signatures in several physical
properties: (i) spontaneous currents in domain walls, (ii) chiral domain wall
states (iii) unusual vortex structure and (iv) large magnetic fields arising
from the d = 2 angular momentum of the cooper pairs, which could be
detected SR measurements. Suggestions for experimental determination
of such an order by means of Andreev conductance spectra have been made
[58].

There are also several theoretical and experimental issues that needs to
be addressed. It is known that graphene realized in experimental systems
contains, adsorbed species, inhomogeneities, curvature, ripples etc. [59]
Is the superconducting ground state stable to these “perturbations”? In
particular our theory gives a substantial ODLRO even for small doping. If
disorder effects are indeed suppressing a fragile Kosterlitz-Thouless order
in the currently available doping regime in real systems, one could uncover
the hidden superconductivity by disorder control or study of cooper pair
fluctuation effects. Further analysis is necessary to address these issues.

5. Composite Fermi Sea

Composite fermion is a remarkable discovery [60; 61; 62], made in the con-
text of fractional quantum Hall effect. A bare electron in the lowest Landau
level gets attached to an integer number of quantized fluxes. When the
number of bound flux quanta is even the composite particle is a fermion
and is called a composite fermion. This concept helps in unifying an en-
tire gamut of fractional Hall states and also has important consequences.
In particular, for the the half filled Landau level, one has an unexpected
composite fermi sea as a normal (reference) state. It is natural to look
for composite fermi sea in graphene. In particular, neutral graphene in a
magnetic field has two Landau levels that are half filled (in the absence of
spin polarization). Will these half filled states lead to a composite fermi
sea? In a recent theoretical work we provided [63] an affirmative answer.
In comparision to standard 2d electron gas provided by inversion layers
and heterostructures, the 2d electron gas in graphene is special. As we saw
earlier the Landau spectrum scales as v/n, the Landau level index. At zero
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doping we have two degenerate sets of Landau levels which are half filled,
because of particle hole symmetry. Another remarkable feature of graphene
is that in the range upto the physically realizable 100 T magnetic field,
the Zeeman energy is much smaller compared to the energy level spacing
between n = 0 and n = 1 Landau level and the interaction energy scale.
Thus Zeeman splitting could be ignored. This results in an approximate
global SU(4) symmetry, 2 for valley degeneracy and 2 for spin degeneracy.

Recent experimental [64; 65] and theoretical [69; 68] works suggest a
ferromagnetic integer Hall state at n = 0, where an exchange (and to a lesser
extent Zeeman) split two (valley) degenerate levels are completely filled
(say) with upspin electrons (Fig. 10(A)). There is a puzzle however: even
though experiments see a weak Hall plateau beyond about 20 T, diagonal
resistance pg, is very high and metal like, instead of being zero. It seem to
indicate presence of a gapless dissipative state. We proposed a resolution to
the puzzle (Fig. 10(B)) by suggesting a composite fermi sea normal state for
neutral graphene. Our proposal, if confirmed, has important consequences,
as composite fermi seas are one of the strangest form of quantum matter.
For example, composite fermi seas are seats of paired Hall states and non
Abelian quasi particles. Non Abelian quasi particles are currently being
vigorously studied in the context of topological quantum computation [66].

There are many theoretical studies in graphene in the presence of strong
external magnetic and electric fields, dealing with both integer and frac-
tional quantum Hall states [67; 68; 70; 69; 71; 72; 73; 74; 75; 76; 77; 78;
79]. A recent experimental study [64] probes nature of low temperature
state of the neutral graphene in magnetic fields upto 45 T. Development of
a weak Hall plateau at n = 0 is attributed to a ferromagnetic integer quan-
tum Hall state (Fig. 10(A)). However, they find an unexpected, dissipative
normal state in neutral graphene. Another work confirms this [65] and also
suggests that the dissipative normal state is intrinsic and not a consequence
of disorder. Thus a puzzle is the appearance of a very weak quantum Hall
plateau and a contrasting (compressible, gapless) metallic 2z)md high resistive
state; longitudinal resistance is finite and large, p;» > 7. This work at-
tributes the dissipative state to certain anomalous behaviour of edge states,
arising from a theoretically predicted ‘spin gap’ behaviour [68]. Other, gen-
eral theoretical study of fractional quantum Hall states in graphene, [80;
81] discuss spin polarized composite fermi sea, but do not address the im-
portant experimentally motivated case being discussed in the present paper.

Here we suggest a rather different scenario, that is inspired by the
aforementioned experimental results on neutral graphene. We suggest that
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Fig. 10. (A) Exchange and Zeeman split n = 0 two valley degenerate Landau levels

and completely filled upspin bands. (B) Our proposal of an approximate SU(4) singlet

(2 spin x 2 valley) composite fermi sea, at a filling v &~ % for each component. A small

spin polarization (kg # kg ) arising from Zeeman field is shown.

instead of the expected fully spin polarized integer quantum Hall state at
n = 0, we have a SU(4) singlet (2 spin x 2 valley) composite fermi liquid,
with each species at v ~ % filling. We present physical arguments for emer-
gence of a composite fermi sea and a very rough estimate of energy of a
variational composite fermi sea wave function.
At the heart of our proposal are the following key physical arguments:
a) Two (valley) n = 0 completely filled bands with parallel spins, lack in-
ter band dynamical scattering because of complete Pauli blocking. (We
ignore high energy n # 0 Landau levels). Consequently two electrons
from different valleys with parallel spins do not have a correlation hole;
to that extent coulomb repulsion energy is not minimised. Further, the
overlap charges of two single particle states p and q, at any lattice site R,
*=0(R) g;O(R) = 0 for n = 0 Landau level states of different valleys
7 and p in graphene. Thus there is no exchange energy between any two
parallel spins belonging to different valleys!
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b) Our composite fermi sea, a global SU(4) singlet (2 spin x 2 valley), on
the other hand, is more efficient in building coulomb hole between electrons
belonging to different valleys and also different spins (because of the half
filled band character and less Pauli blocking), through two body scattering.
The process of building correlation hole and avoiding coulomb repulsion will
introduce short range SU(4) singlet correlation in the composite fermi sea.
To this extent our proposal is somewhat similar to generic stability of spin
liquid or antiferromagnetic state, compared to ferromagnetic state in half
filled band of strongly correlated electrons.

Further, for graphene, Correlation and exchange energies are both com-
parable in magnitude an o ~ 130v/BK (B measured in Tesla); Zee-
man energy is negligible for B ~ 30 T. In order to get a good ground state

both correlation and exchange energies need to be considered.

We focuss on the n = 0 Landau level of our neutral graphene and assume
that the lattice parameter of graphene ‘a’ is small compared to the magnetic
lengthlp; i.e. i << 1. Appropriately normalized lattice coordinates of an
electron are complex numbers z,., where ¢ =T, | and 7 = + are the spin
and valley indeces.

We will make a brief remark about Jain’s composite fermion [60; 61;
62] approach. In 2D quantum Hall problems, external magnetic fields gen-
erate quantized vortices. Stable many body states are formed, when there
is a commensurate relation between total number of vortices and total
number of electrons. In most of the stable quantum Hall states an elec-
tron gets ‘bound’ (associated) to a finite number of vortices (flux quanta)
to become a quasi particle, in terms of which the complex many body
problem becomes essentially non-interacting. When number of bound vor-
tices are even, statistics of the composite object remains a fermion. They
are the composite fermions. As these composites have already absorbed
the effect of external magnetic field they see an effective magnetic field
B* < B, the externally applied field. At the end of some hierarchies (eg.
p — 00, 217% = %), the effective magnetic field seen by a composite fermion
vanishes, leading to a compressible composite fermi liquid state. Composite
fermion formation is a profound modification of the bare constituent elec-
tron. It also turns out to be an efficient way to build correlation/exchange
holes and avoid coulomb repulsion.

Now we will estimate and compare energies of spin polarized (upspin)
completely filled n = 0 Landau levels of 2 valleys \Il , with our proposed
composite fermi sea state, \I/gs. The explicit form of the spin polarized
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state is

2
Vi) = ] Girr = zj1r)e” 2or = (24)
1<j,T

It is a product of two (antisymmetric) Van der Monde determinant for up
spin electrons filling the n = 0 Landau levels of two valleys, 7 = 4. Here
N, = 2Ny is the total number of electrons, and 4N, is the total number
of single particle states in n = 0 Landau level, including spin and orbital
degeneracies. And Ny ~ A%, where A is the area of the sample.

In quantum Hall effect kinetic energy is frozen and is independent of
electron-electron interaction. So one focuses only on two body electro-
static interaction energy. It is customary to write it as an energy gain with
reference to electrostatic interaction energy of uniformly smeared electron
charges and positive charges of neutralizing background. Energy of inter-
action of an electron with quantum numbers T 7, with rest of the electrons
is

Upm = WZ/ e (g!L,(r) = Vyrdr (25)

Here g;'g,/ (r) is the radial distribution function between two electrons having
quantum numbers o7 and o'7’. For large distances g(r) — 1; so there is
no energy gain. For short distances, comparable to £p and less, there is a
‘hole’ in g(r) and a consequent energy gain by avoiding the strong coulomb
repulsions. One of the challenges in quantum Hall effect is to discover the
right many body variation wave functions (built from appropriate single
particle Landau level states) and get the best g(r). The hole in g(r) in
the present ferromagnetic state arises from antisymmetrization of electrons
with parallel spins within a given valley. It is an exchange rather than
correlation hole.

Within the lowest Landau level approximation ng_T(r) = 1; that is,
there is no hole! It indicates total absence of correlations between elec-
trons belonging to two different valleys. This is a consequence of complete
Pauli blocking of interband two body scattering among two filled bands.
Consequently, short distance coulomb repulsion among electrons from two
different valleys can not be avoided. Virtual scattering involving high en-
ergy n # 0 Landau levels will to some extent modify ¢!'_(r), which we
ignore as a first approximation.

As mentioned earlier, there is no exchange energy between two parallel
spins belonging to different valleys in the n = 0 Landau level, as the
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overlap charge density between any two single particle states corresponding
to different valleys are identically zero.

Using Laughlin’s plasma analogy, the expression [82] for energy per
electron is found to be

e? e?

Upnm ~ 7r/ — (g (r) = Drdr ~ —0.62 (26)
€or 6063

We will argue that we can get a lower energy in our composite fermi sea.

The wave function for the composite fermi sea we are proposing is given by

\IIES[Z] = Prpre” Li<joro!r FIFior—rjor o)
k- _ M
H ||ezk ror H(Zim' _ ij_)2e >, (27)
oT

i<j
There are 4 composite fermi sea of electrons, corresponding to two spin and
two valley indices. Each composite fermi sea has a filling fraction v = %
containing % electrons. There is a common fermi momentum for each
fermi sea given by the expression: kp = \/4mp. Here p is electron density.

We have also introduced a two particle short range Jastrow factor
through the function f(r) between any two electrons. This introduces cor-
relation between two electrons having different valley and spin quantum
numbers. Since we have only a half filled Landau level valley exchange
and spin exchange scattering within n = 0 levels are not completely Pauli
blocked and they build short distance holes in the respective g(r), reduce
the coulomb repulsion energy.

Our short range Jastrow correlation for electrons with different quan-
tum numbers is unusual in quantum Hall situation. Long ranged Laughlin-
Jastrow correlation are normally used, as they also take care of antisym-
metry automatically. To keep a gapless fermi sea and at the same time
maintain half filling in each Landau sub band, short range Jastrow func-
tion seems essential in the present case. When we attempt to use Laughlin-
Jastrow factor, it either changes the mean density (expands the Laughlin
drop significantly) or we seem to get incompressible states. Since one im-
plements lowest Landau level projection at the end, in principle our short
range Jastrow factor is allowed. We have no proof that our short range f(r)
maintains the mean density per Landau level to be half.

In the above variational wave function, the projection to n = 0 Landau
level is done by PLLL. This projector effectively replaces z — d,. For
example, ekt = esilkz+kz) _, o3i(kz+kdz) and frij) = 3, J?(k)ez‘kmij N
> Jz(k)e%i(kzu+k85“). Here k = ky + iky.
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Our composite fermi sea wave function is a global SU(4) singlet (spin x
valley). That is, a plane wave state is either filled with four electrons with
four possible spin and valley quantum numbers or is completely empty. In
view of this it satisfies Fock’s cyclic boundary condition. The above SU(4)
singlet state is consistent with a two body interaction which is very nearly
SU(4) symmetric for graphene in the n = 0 Landau level [72].

As before, interaction energy of an electron with quantum numbers o7
with rest of the electrons, in the composite fermi state is given by

UCF = WZ/EQ’I’ gaa - 1)7’(17’ (28)

We will estimate the energy of this state in two approximations made
on |WES[z]|2. As the first approximation we put f(r) = 0. We are left

with products of four independent composite fermi sea, each with a filling

v = % The energy of this state has been calculated in the literature [60;

62] for spin polarized v = % composite fermi state as

2

Ucr ~ —0.46 (29)

€olp
This energy is about 25 percent higher than the ferromagnetic integer Hall
state (Eq. (3)). We will show approximately that inclusion of a short range
Jastrow correlation can give more than 25 percent energy gain and make
our composite fermi sea stable. Jastrow factor, by construction is capable
of generating hole in the radial distribution function gf;’,/(r). Physically
this possibility arises from possibility of virtual interband scattering be-
tween electrons having different o7 quantum numbers within the n = 0
Landau levels. Fortunately these scattering process are not completely
Pauli blocked, because each Landau sub band is only half filled.

Without making a detailed calculation, we can estimate that a 25 per-
cent improvement of energy is possible, by the following rough argument.
From two particle scattering point of view, we have both direct and ex-
change scattering among two electrons with parallel spins. The correspond-
ing matrix elements are comparable, and decay in a Gaussian fashion for
localized gaussian orbitals separated beyond magnetic length /5. For parti-
cles with different quantum numbers the exchange term is absent. That is,
for our interband scattering, exchange scattering, half of the total processes
are absent. Further, the interband scattering can take place to empty single
particle states which are only half of the total number of states available
(the rest are Pauli blocked). In view of this we approximate the amount
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of hole development in g(r) and the corresponding energy gain to be about

1 _ 1 1 . . . . x D .
7 = 5 X 3 of energy gain within a given composite fermi sea. Since a

given electron can reduce coulomb energy by correlating with three other
composite fermi sea, the net energy we gain from the 3 x %. Putting these

numbers we get our estimate of our state as:

Uor ~ —(1+ 2 0.46 < o 08C (30)
o= 4 ' 6043 - ’ 60€B

This energy is lower than that of the fully spin polarized filled Landau
level states (Eq. (3)). It is the valley degeneracy which helps us to get a
lower energy for the composite fermi sea!

We test our simple argument against a known case, namely stability of
the standard n = 1 fully polarized quantum Hall state (no valley degener-
acy) with a spin singlet compsite fermi sea. Experimentally it is known (at
least for lower odd integer Hall states) that fully polarized quantum Hall
state always wins. Interestingly, in our estimate, absence of valley degen-
eracy reduces the factor % to i and keeps the spin polarized filled n = 1
state marginally stable.

After the composite fermi sea is formed, the Zeeman energy creates spin
polarization in an otherwise spin singlet composite fermi sea. The spin
polarization of the composite fermi sea is easily estimated to be & %.
We estimate that for graphene for a field of 30 T, spin polarization is less
than a few percent.

Very good signatures of composite fermion and fermi sea effects, in
standard quantum Hall systems have been experimentally studied [83]. It
will be very interesting to perform such studies and look for composite fermi
sea in neutral graphene in strong magnetic fields.

Composite fermions are neutral and they carry certain dipole moment
[84], as a function of their momenta. The response of the composite fermion
fermi surface to external perturbations such as a local defect will be inter-
esting. We will have a Friedel oscillation in dipole density.

Further graphene may offer alternate methods to study composite
fermions, because of new access through ARPES, STM etc, which are not
possible in standard quantum Hall devices.

So far we have been talking about low temperature normal state.
Residual interactions will introduce low temperature pairing instabilities
in graphene either in the particle-particle or particle-hole channels. The
small spin polarization will interfere with the standard instabilities.
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6. Two Channel Kondo Effect

An extremely interesting phenomenon in conventional metal systems is the
Kondo effect which occurs in the presence of dilute concentration of lo-
calized quantum spins coupled to the spin-degenerate Fermi sea of metal
electrons [85]. The impurity spin-electron interaction then results in perfect
or partial screening of the impurity spin leading to an apparently divergent
resistance, as one approaches zero temperature. It also results in a sharp
‘Kondo Resonance’ in electron spectral functions. Recent developments in
quantum dots and nano devices have given new ways in which various the-
oretical results in Kondo physics, which are not easily testable otherwise,
can be tested and confirmed experimentally [86]. Most of the early stud-
ies in Kondo effect were carried on for conventional metallic systems with
constant density of states (DOS) at the Fermi surface [87]. Some studies
on Kondo effect in flux phases [88], nodal quasiparticles in d-wave super-
conductors [89], Luttinger liquids [90], and hexagonal Kondo lattice [91],
for which the DOS of the associated Fermions vanishes as some power law
at the Fermi surface, have also been undertaken. However, although ef-
fect of non-magnetic impurities has been studied [94], there has been no
theoretical study till date on the nature of Kondo effect in graphene.

In a recent work along with Sengupta we presented [92] a large N anal-
ysis [93] for a generic local moment coupled to Dirac electrons in graphene
to show that Kondo effect in graphene is unconventional and can be tuned
by gate voltage. We demonstrated the presence of a finite critical Kondo
coupling strength in neutral graphene. We pointed out that local moments
in graphene can lead to non Fermi-liquid ground state via multi channel
Kondo effect. We also suggested possible experimental realization of such
Kondo scatterers in graphene.

The crucial requirement for occurrence of Kondo effect is that the em-
bedded impurities should retain their magnetic moment in the presence
of conduction of electrons of graphene. We expect that large band width
and small linearly vanishing density of states at the fermi level in graphene
should make survival of impurity magnetic moment easier than in the con-
ventional 3D metallic matrix. A qualitative estimate of the resultant Kondo
coupling can be easily made considering hybridization of electrons in 7 band
in graphene with d orbitals of transition metals. Typical hopping matrix
elements for electrons in 7 band is t ~ 2 eV and effective Hubbard U in
transition metals is 8 eV. So the Kondo exchange J ~ 4t>/U, estimated via
standard Schrieffer-Wolf transformation, can be as large as 2 eV which is
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close to one of the largest J ~ 2.5 eV for Mn in Zn. In the rest of this work,
we shall therefore use the Kondo Hamiltonian [95] as our staring point.

Our analysis begins with the Hamiltonian for free Dirac electrons in
graphene and consider interaction with a single magnetic impurity at the
origin. We first find that we need a critical Kondo coupling J. to get
Kondo screening for neutral graphene. This is because of linear vanishing
of density of states at the fermi level. By applying a gate voltage we can
change the chemical potential and make the density of states finite at the
fermi level. This is the tunability offered by graphene.

After a detailed analysis we obtain the expression for J.(¢,T), the crit-
ical value in the large N limit as,

Je(q,T) = Jo(0) [1 — 2¢In (1/¢%) n (kpT/A)] " (31)

where the temperature kT is the infrared cutoff, J.(0) = (mhvpk?)?/A =
m2A is the critical coupling in the absence of the gate voltage and q =
%. We have omitted all subleading non-divergent terms which are not
important for our purpose. For V = 0 = ¢, we thus have, analogous to
the Kondo effect in flux phase systems [88], a finite critical Kondo coupling
J.(0) = m2A ~ 20 eV which is a consequence of vanishing density of states
at the Fermi energy for Dirac electrons in graphene. Of course, the mean-
field theory overestimates J.. A quantitatively accurate estimate of J.
requires a more sophisticated analysis which we have not attempted here.
The presence of a gate voltage leads to a Fermi surface and consequently
Je(q,T) — 0 as T — 0. For a given experimental coupling J < J.(0) and
temperature 7', one can tune the gate voltage to enter a Kondo phase. The
temperature T*(q) below which the system enters the Kondo phase for a
physical coupling J can be obtained using J.(g, T*) = J which yields

kpT* = Aexp [(1— J.(0)/7)/(2¢1n[1/q])] (32)

For a typical J ~ 2 eV and voltage eV ~ 0.5 eV, T* ~ 35K [96]. We
stress that even with overestimated J., physically reasonable J leads to
experimentally achievable T* for a wide range of experimentally tunable
gate voltages.

We now discuss the possible ground state in the Kondo phase quali-
tatively. In the absence of the gate voltage a finite J. implies that the
ground state will be non-Fermi liquid as also noted in Ref. [88] for flux
phase systems. In view of the large J. estimated above, it might be hard to
realize such a state in undoped graphene. However, in the presence of the
gate voltage, if the impurity atom generates a spin half moment and the
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Kondo coupling is independent of the valley(flavor) index, we shall have
a realization of two-channel Kondo effect in graphene owing to the valley
degeneracy of the Dirac electrons. This would again lead to overscreening
and thus a non Fermi-liquid like ground state [87]. The study of details of
such a ground state necessitates an analysis beyond our large N mean-field
theory. To our knowledge, such an analysis has not been undertaken for
Kondo systems with angular momentum mixing. In this work, we shall
be content with pointing out the possibility of such a multichannel Kondo
effect in graphene and leave a more detailed analysis as an open problem
for future work.

Next, we discuss experimental observability of the Kondo phenomena
in graphene. The main problem in this respect is creation of local moment
in graphene. There are several routes to solving this problem. (i) Substi-
tution of a carbon atom by a transition metal atom. This might in princi-
ple frustrate the strong sp? bonding and thus locally disturb the integrity
of graphene atomic net. However, nature has found imaginative ways of
incorporating transition metal atoms in p-m bonded planar molecular sys-
tems such as porphyrin [97]. Similar transition metal atom incorporation
in extended graphene, with the help of suitable bridging atoms, might be
possible. (ii) One can try chemisorption of transition metal atoms such
as Fe on graphene surface through sp-d hybridization in a similar way as
in intercalated graphite [98]. (iii) It might be possible to chemically bond
molecules or free radicals with magnetic moment on graphene surface as re-
cently done with cobalt pthalocyanene (CoPc) molecule on AU(111) surface
[99]. This might result in a strong coupling between graphene and impurity
atom leading to high Kondo temperatures as seen for CoPc on AU(111) sur-
face (Tx ~ 280K). (iv) Recently ferromagnetic cobalt atom clusters with
sub nano-meter size, deposited on carbon nanotube, have exhibited Kondo
resonance [100]. Similar clusters deposition in graphene might be a good
candidate for realization of Kondo systems in graphene. (v) From quantum
chemistry arguments, a carbon vacancy, or substitution of a carbon atom
by a boron or nitrogen might lead to a spin-half local moment formation.
In particular, it has been shown that generation of local defects by proton
irradiation can create local moments in graphite [101]. Similar irradiation
technique may also work for graphene.

For spin-1 local moments and in the presence of sufficiently large voltage
and low temperature, one can have a conventional Kondo effect in graphene.
The Kondo temperature for this can be easily estimated using kpTx ~
D exp(—1/pJ) where the band cutoff D ~ 10 eV, J ~ 2—3 eV and DOS per
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site in graphene p ~ 1/20 per eV. This yields Tk ~ 6—150K. The estimated
value of Tk has rather large variation due to exponential dependence on J.
However, we note that Kondo effect due to Cobalt nano-particle in graphitic
systems such as carbon nanotube leads to a high T, ~ 50K which means
that a large J may not be uncommon in these systems.

Finally, we note that recent experiments have shown a striking conduc-
tance changes in carbon nanotubes and graphene, to the extent of being
able to detect single paramagnetic spin-half NOy molecule [102]. This has
been ascribed to conductance increase arising from hole doping (one elec-
tron transfer from graphene to NO2). Although Kondo effect can also lead
to conductance changes, in view of the fact that a similar effect has been
also seen for diamagnetic NHs molecules, the physics in these experiments
is likely to be that of charge transfer and not local moment formation.

7. Summary

In this article we have tried to view the richness of quantum phenomena
exhibited by graphene as a quantum complexity. A closer look reveals that
at every stage or level some details related to the quantum property play
an important role in leading to the next level of surprise. The structure of
quantum mechanics allows for wonderful possibilities. The point of view
presented in this article might help us to appreciate the origin of quantum
wealth and be prepared to expect similar phenomena in other corners in
quantum science.
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